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FSM Non-Minimal State Encoding for Low

Power
I. Lemberski, M. Koegst, S. Cotofana and B. Juurlink

Abstract— In this paper, we focus our attention on the
problem of FSM state encoding for low power. In con-
trast to many publications where probabilistic approach
to power estimation is offered, we consider power mea-
surement based on given user-specified input sequence.
Although the power dissipation depends on several pa-
rameters (register and output switching activity, com-
plexity of combinational part, capacitance load on the
gate), switching is the most important source of power
dissipation. Our goal is to develop an encoding proce-
dure which minimizes register switching activity. We
start with a highly redundant (seed) encoding and min-
imize its length while minimizing the register switching
activity. Unlike previous works, we don’t restrict en-
coding final length (only register switching activity is
considered). Therefore, final encoding length may differ
from the minimal one. We tested our encoding proce-
dure on several benchmarks from the MCNC set. The
experiments show that in many cases, power dissipation
obtained using our encoding (generally, of non-minimal
length) is less than one achieved when encoding of min-
imal length is generated.

I. INTRODUCTION

In CMOS, power dissipation depends on capacitance
load at the gates, switching activity and number of
gates [8]. However, switching is the most important
source of power dissipation. For switching activity esti-
mation, in the literature two approaches are described:
probabilistic and deterministic. Within probabilistic
one, transition probability is generated. Based on this
information, switching activity is computed[8], [10]. In
sequential logic (FSM), switching activity strongly de-
pends on state encoding. It is assumed [1], that power
dissipation is proportional to the register switching ac-
tivity. In [4], [5], deterministic approach to FSM regis-
ter switching activity is offered. It calculates switching
activity under user-specified input sequence and there-
fore, gives more accurate estimation of switching activ-
ity than probabilistic one. Within it, switching activity
is described as follows:

n(s;, s;)
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where n(s;, s;) - number of transitions between states
si,s; within the given input sequence, H(s;, s;) - Ham-
ming distance between encoding of two states, N - user-
specified input sequence length. To minimize power dis-
sipation , in [14] weighting switching activity (weighted
by the capacitance load) is considered as a cost func-
tion, In [9], a linear combination of switching activity
and the number of literals is used as a cost function. In
[3], [15], the strategy of re-encoding an existing sequen-
tial circuit to minimize switching activity is offered. It
is shown [15] that encodings obtained by JEDI [7] and
NOVA [12] may be improved significantly in terms of
power dissipation. In many papers, simulated anneal-
ing is considered to find encoding of minimal or fixed
length [4], [5], [11], [14]. The encoding length implies
on the switching activity. Sometimes, non-minimal en-
coding gives better solution in terms of switching ac-
tivity. In most papers, minimal encoding is supposed.
In case of non-minimal one, the procedure of searching
for the best encoding is based on the incremental ap-
proach [5]. Within it, encoding length is increased by
1 starting from the minimal one and for each length,
encoding targeting switching activity minimization is
created and the results are compared. Encoding that
generates minimal switching activity is accepted as a
final solution.

In our work, we don’ t restrict encoding length and
start with highly redundant (so-called seed) encoding
with many don’t cares and reduce it while minimizing
switching activity [2].

II. FSM DESCRIPTION AND MOTIVATION OF THE
APPROACH

FSM F is described as: F = (X,Y, S, f,9,5,), where
X,Y, S - sets of inputs, outputs and states respectively,
S, - initial state, f: X x S — S, g X xS = Y -
transition and output functions respectively. In Fig. 1,
two inputs and one output FSM is represented by the
state transition graph (STG). The encoding of length 3
(non-minimal) gives minimal Hamming distance (equal
to 1) between each pair of states involved in a transi-
tion. It results in minimal switching activity for any
user-specified input sequence. However, no encoding
of length 2 (minimal) with the same properties can be
found.

The basic idea of our encoding procedure is to con-
struct the state encoding by an iterative improvement



Fig. 1. FSM with non-minimal encoding that results in the best
switching activity.

of a generic and highly redundant seed state encoding
[2]. Within this approach, we start with the encoding
which is described as follows. Let dichotomy A : B be a
disjoint block partition A B = O of state set S:A C S,
B C S. Each dichotomy is associated with a state vari-
able in encoding. It takes the same binary value for all
states in the left block and opposite value for all the
states in the right block. We arbitrarily assign 1 to the
left block and 0 to the right block. To construct a seed
encoding, we have to generate all possible pairs of states
and treat them as dichotomies with exactly one state
in each block: {s;} : {s;},si,s; € S. Let n be the num-

ber of states. Therefore, we have @ dichotomies

(or, what is the same, @ rows) in the seed encod-
ing. For FSM (Fig. 2) with 6 states, the seed encoding

contains 15 rows (Table I).

initial
state

Fig. 2. FSM.

Although the number of state variables grows with
n? and is therefore, high for practical application, this
encoding is a good starting point for the construction

TABLE I
WEIGHTED SEED ENCODING: 7 - ROW NUMBER, {s;} : {s; }-SEED

DICHOTOMY,1,2,...,6 - STATE NUMBER,w;;-ROW WEIGHT

ro | {siti{s;}|1]2]3]|4]5]|6 | wiy
T [({1}:3) [1|-|0[-[-[- [6
2 [ {2}:{3} |- |1|0O|-|-]|- 6
3 [ {1}:4{2} [1]O|-|-]-]|- 5
4 [{5}:{6} |-|-]-|-]1]|0 |4
5 [{3}:{4} |- |-|1]0]|- |- 4
6 [{3}:4{6} [-|-]1|-]-]0 |4
T Y [~ [-[-[1]0 3
8 {1y {5 |1]-|-]-]0]- |1
9 [{2v:{ay |- [T[-Jo0[-|- |1
10 {1}:{4} [1|(-|-]0]-]- 0
({1t :146) [1|-|-[-[-]0 [0
121 {2: {5} [-|1|-|-]|0]- 0
13]{2}:{6} |-[1|-]-]-]0 |0
14| {3}: {5} |-|-|1]-]0]- 0
15| {4}: {6} |[-|-]-11 0 |0

Fig. 3. State graph weighted by the number of transitions
under user-specified sequence of length N=34:10010010010
01000001101000100010000.

of the low power state encoding. This comes from
the fact that encoding can be constructed by extend-
ing and covering dichotomies associated with the vari-
ables. Two dichotomies d; = A: B and dy = C : D
are compatible if : 1) (AUC)N(BUD) = O or
2)(AUD)N(BUC) = 0. A dichotomy d; is covered
by a dichotomy dy if A C C and B C D or B C C and
AcCD.

A compatible dichotomy d; (or ds) can be extended
to a dichotomy 1) di» = (AUD) : (BUC) or 2)
di2 = (AUC) : (BUD) to cover dichotomy d» (or dy).
As aresul, the number of dichotomies decreases. Such a
dichotomy extension is completeif A|JBJC|JD = S.
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To construct minimized encoding we sequentially ex-
tend and cover dichotomies which are selected accord-
ing to the value of the cost function (switching activity).
There is equivalence between extending (covering) di-
chotomies and variables. Our strategy looks more clear
if we consider extending and covering variables rather
than dichotomies.

III. ENCODING PROCEDURE
A. Preliminaries

Given a FSM (without outputs) described by the
STG (Fig. 2). Let weighted state graph (WSG) [4]
be a non - directed graph where edges between ver-
tices (s;, s;) are weighted by the number of transitions
between the states s;,s; under a user-specified input
sequence (Fig. 3). The starting point for our method is
weighted seed encoding (WSE) instead of WSG (Fig. 3),
however there is equivalence between them: in WSG,
each transition is weighted but in WSE, we weight a row
switching its value within a transition. Each encoding
row accepting zero and one values for the states s;, s,
is weighted by the number of transitions between men-
tioned states within the given user-specified sequence.
In the Table I, WSE ordered by decreasing row weights
is showed.

Let n be the minimized encoding length. The best
encoding (in terms of switching activity) has only one
switching within each transition. If there is a row r that
violates this condition with respect torows 1,2, ..., ¢, <
r,r < n constructed previously then r produces one
more switching between a pair of states (s;,s;). We say
that r produces extra-switching Ezxtra: (r — Extra)
which is determined as follows:

Ezxtray(r) = Z Wi (2)

Y(si,sj):r—Extra

where w;; - appropriate seed encoding row weight.

Let m = {1} : {2,3,4,5,6}, r» = {2} : {1,3,4,5,6}
be minimized encoding rows of FSM (Fig. 2). One
can see, that row 72 produces extra-switching for state
pair (1,2) with respect to row 71, where w; » = 5 and
Ezxtra;(2) = 5. For our procedure, (2) is more suit-
able for switching activity evaluation than (1) because
encoding is performed row-by-row. Although only one
row is created each time, its structure implies signifi-
cantly on the rows that will be created further (rows
r+ 1,7+ 2,...,n). Therefore, when row r is produced
the cost function is as follows:

n
Extra(sum) = Extra,_(r) + Z Extra, (i) (3)
i=r+1
B. Procedure Description

Given a FSM described by STG and a user-specified
input sequence input_seq. Based on this data weighted

seed encoding row set seed is generated and ordered
producing set seedo. Let seedc be a subset of seed
encoding rows covered by the rows 1,2,...,r — 1 (in-
cluded into minimized encoding) and row r (being cur-
rently created), seednc - subset of non-covered rows:
seednc = seedo\ seedc.

We propose a two step encoding procedure
encoding(). In the first step, we reduce the encoding
length with the goal to minimize (3). We start with
non-covered seed encoding row r € seednc,r = A :
B, A = {a},B = {b},a,b € S, of highest weight and
extend it (procedure extend(r)) state - by - state as-
signing 1 or 0 value (rules may be found in [6]) to cover
compatible rows. Once row is extended completely (no
don’t cares) it is included into the reduced encoding.
The rows covered are avoided from the subset seednc
(they are determined by procedure cover()). We con-
tinue until all the rows are covered. In Table I, we
start with the row 1 being described by the dichotomy
{1} : {3} and extend the row (applying rules from [6])
as follows: {1} : {2,3}, {1} :{2,3,4}, {1} : {2,3,4,6},
{1} : {2,3,4,5,6}. The row {1} : {2,3,4,5,6} (ex-
tended completely) is included in the reduced encoding.
As our procedure has no backtracks, we improve the
solution (procedure reencoding()) in the second step.
Procedure reencoding() will be explained in the next
subsection. Below we give the formal description of
procedure encoding().

encoding()
{seed := generate_seed_encoding(STG, input_seq);
seedo := order_seed_encoding_rows(seed);
seednc := seedo
until seednc # O
{for the first row r ,r € seednc
{until r extended completely
{r = extend(r);
}
minimized_encoding := r;
seednc = seednc\cover(minimized_encoding);

b}

encoding = reencoding(minimized_encoding);

}

C. Reencoding

Let n be the minimized encoding length. Let C be a
set of 2" binary vectors that may be assigned to FSM
states.

Suppose, c(i) is a binary vector assigned to state i
in minimized encoding but C(s) - set of binary vectors
assigned to FSM states from S.

In procedure reencoding(), each transition is consid-
ered. Let (i,7) be a state pair, involved in the transi-
tion. If more than one bit is switched within transition
between states i and j,4,j € S, procedure reencoding()
replaces c(i) and ¢(j) by other vectors cest (%), Ctest (7):
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Crest (i) € (C\C(5)U{c;} crest () € (C\C(s))U{ei} and
calculates Fgy, (new) using (1). It value (1) is decreased,
Vectors Cest (1), Cest(j) are accepted.

In our example (Table I), minimized encod-
ing is obtained in the first step with FEg, =
1,24: ¢(1)=1011, c(2)=0111, ¢(3)=0011, ¢(4)=0001,
¢(5)=0000, c(6)=0010. One can see, that extra-
switching is produced within transition between states
1,2.  Therefore, we replace vector ¢(1) by vector
ctest (1) = 1001 and vector ¢(2) by vector cies:(2) =
1011. It results in less Eyy(new) = 1,12. After avoid-
ing a trivial row 2 (containing all zeroes) we obtain an
encoding of less length: ¢(1)=101, c¢(2)=111, ¢(3)=011,
¢(4)=001, ¢(5)=000, c(6)=010.

IV. EXPERIMENTAL RESULTS

Within the experiment, we compare power dissipa-
tion using procedure DET and procedure SA of simu-
lated annealing [4].

To evaluate power dissipation for encodings obtained
using procedures DET and SA an extended SYNOP-
SYS simulation tool [5] is applied. Power dissipation
results (10(=5)W) are reflected in Table II. For proce-

TABLE II
POWER DISSIPATION (10(=3)W) ror DET anDp SA

Examples | ENL.M | ENL DET | DET | SA
cse 4 5 8,01 7,77
dk16 b) 7 19,77 | 17,98
ex1 5 6 14,74 | 13,27
keyb 5 5 11,38 | 13,79
pma 5 7 10,49 | 10,63
sand 5 10 19,79 | 22,29
kirkman 4 5 8,01 9,31
Total: 92,69 | 95,04

dure SA, encoding of minimal length ENL_M is gen-
erated. One can see (Table II), that for the last 4
examples and in total, encoding ENL_DET (in most
cases, non-minimal) obtained by procedure DET re-
sults in less power dissipation (column DET) than one
obtained by procedure SA (column SA). It should be
pointed out that sometimes, encoding length optimal
for low power may be quite far from the minimum (for
example "sand”, minimal encoding length is 5 but the
optimal one is 10).

V. CONCLUSION

In this work we developed approach to FSM state
encoding for low power. In contrast to many papers
where probabilistic approach to power estimation is of-
fered, we consider power measurement based on a given
user-specified input sequence. Instead of encoding of

minimal or fixed length proposed in some papers, we
don’t restrict the encoding length and start with the
highly redundant seed encoding. We reduce encoding
length using register switching activity as a cost func-
tion. As a result the final encoding length may be non-
minimal. However, in some examples, non-minimal en-
coding results in less power dissipation than minimal
ones generated by the procedure of simulated anneal-

ing [4].
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