
  

 
Abstract—In this paper we investigate hardware 

implementations of 8x8 DCT and IDCT on different 
FPGA technologies using the modified Loeffler algorithm. 
The investigations involved simulations and synthesis of 
VHDL code utilizing recent FPGA families of Xilinx, 
Altera, and Lucent. We aimed at achieving the most 
demanding real-time requirements of some standardized 
frame resolutions and rates. Synthesis results for 8-point 
DCT/IDCT implementations indicate operating 
frequencies of 50 MHz, 60 MHz, and 22 MHz for the 
investigated Xilinx, Altera and Lucent FPGA chips, 
respectively. These frequencies allow 2193 SIF and 100 
HDTV frames to be processed by the Xillinx FPGA. The 
resulting frame processing rates for Lucent are 877 and 40 
for SIF and HDTV, while for Altera they are 647 and 29, 
respectively. Results indicate that the investigated FPGA 
implementations would speed DCT based compression 
algorithms up to frame rates well above the real-time 
requirements of SIF, CCIR-TV and HDTV frame formats. 
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FPGA; Reconfigurable Processor 
 

I. INTRODUCTION 
The discrete cosine transform (DCT) and the inverse 

discrete cosine transform (IDCT) are substantial 
performance bottlenecks in the contemporary visual data 
compression algorithms (JPEG, MPEG, etc.). 
Implementing DCT/IDCT, as an ASIC is a design 
solution, which meets the real time processing 
requirements, but it lacks flexibility. Another, more 
flexible solution, still capable to achieve real-time 
performance, is the reconfigurable realization of the 
transforms. Such DCT/IDCT implementations mapped 
on FPGAs will be discussed here.  

In this paper we investigate implementations of 8x8 
DCT and IDCT hardware units mapped on various 
FPGA technologies using the modified Loeffler 

algorithm [1], [2]. We aimed at achieving the most 
demanding real-time requirements of some standardized 
frame resolutions such as the Source Input Format (SIF) 
and the International Consulting Committee on Radio 
and Television (CCIR-TV). Our particular interest was 
in performance improvements for the High Definition 
Television (HDTV) standard. The investigation involved 
generation, simulation and synthesis of VHDL code 
using ModelSimTM and LeonardoSpectrumTM as design 
environments. During the design process we used VHDL 
libraries for the recent FPGA families of Xilinx, Altera, 
and Lucent. Synthesis results for an 8-bit IDCT 
implementation indicate:  
• 214 Configurable Logic Block slices and 22 

multipliers in Xilinx Virtex II Technology; 1482 
Altera Acex-1K Logical Cells; 1488 Lucent's Orca 
Look-UP Tables. 

• Operating frequencies of 50 MHz  for Xilinx, 60 
MHz  for Altera, and 22 MHz  for Lucent. 

• 2193 SIF and 100 HDTV frames per second to be 
processed by Xillinx Virtex II FPGA; 877 SIF and 40 
HDTV frames per second processing speed by 
Lucent’s Orca; 647 SIF and 29 HDTV frames per 
second throughput by Altera’s Acex.  

Synthesis and simulation results prove that the 
investigated FPGA implementations can speed up DCT 
to frame rates well above the real-time requirements of 
SIF, CCIR-TV and HDTV.  

The remainder of the paper is organized as follows. In 
Section II, we briefly describe some DCT/IDCT 
theoretical background and the modified Loeffler 
algorithm. In Section III we discuss the methodology of 
the experimentation and some hardware implementation 
issues. Experimental results are reported in Section IV. 
Finally, concluding remarks are presented in Section V. 
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II. BACKGROUND 
DCT and IDCT have been widely used in video data 

compression standards. The decorrelation and energy 
compaction properties of the transform have been 
exploited to achieve high compression ratios in MPEG 
and JPEG. The N-point 1-D DCT is defined by [4]: 
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and the N-point 1-D IDCT is defined by: 
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DCT and IDCT are highly computational intensive, 
which creates prerequisites for performance bottlenecks 
in systems utilizing them. To overcome this problem, a 
number of algorithms have been proposed for more 
efficient computations of these transforms. In our 
experiments we use an 8-point 1-D DCT/IDCT 
algorithm, proposed by van Eijdhoven and Sijstermans 
[1]. This algorithm is a slight modification of the 
original Loeffler algorithm [2], which provides one of 
the most computationally efficient 1-D DCT/IDCT 
calculations. The modified Loeffler algorithm for 
calculating 8-point 1-D IDCT is illustrated in Figure 1. 
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Figure 1 The 8-point IDCT - modified Loeffler algorithm 

The round block in Figure 1 signifies a multiplication 
by √1/2. The butterfly block and the equations 
associated to it are presented in Figure 2. 

I0         O0    O0 = I0 + I1 
 
I1        O1    O1 = I0 - I1 

Figure 2 The Butterfly 

   The rectangular block depicts a rotation, which 
transforms a pair of inputs [I0, I1] into outputs [O0, O1]. 

The symbol and associated equations are depicted in 
Figure 3. 
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Figure 3 The rotator and its associated equations 

   The implementation of the rotator depicted in Figure 4 
utilizes four multipliers and two adders to shorten 
critical path and improve numerical accuracy. This direct 
implementation has been proven to be ideal for fixed-
point arithmetic [5]. Indeed, some other implementations 
of the rotator are possible, e.g., with three multipliers 
and three adders. These alternative designs, however, 
have longer critical paths and involve initial additions, 
which may lead to overflows and may affect the 
accuracy of the calculations. 
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Figure 4 Implementation of the rotator for IDCT 

We depict the algorithm of 8-point DCT in Figure 5.  
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Figure 5 The 8-point DCT - modified Loeffler algorithm 

The functionality of the rotator in DCT is slightly 
different than in IDCT, while the round block and the 
butterfly are exactly the same. 
The DCT rotator block equations are: 

 k x Cn

  

 

 

√ 2xC3  

√ 2xC1

√ 2xC6 

√ 1/2 

√ 1/2 

 

√ /1/2 

√ /1/2 

√ 2xC 6

√ 2xC 3
√ 2xC 1 

233



  

O0 =  I0 kcos  





16
πn

 -  I1 ksin 





16
πn

 =   C’n I0 – S’n I1 

O1 = - I0 ksin 





16
πn

 + I1 kcos 





16
πn

 = - S’n I0 + C’n I1 

 
In video data compression standards, the 2-D 

DCT/IDCT is defined. One possible approach to 
compute the 2-D DCT/IDCT is the standard row-column 
separation. In this approach, the 1-D transform is applied 
to each row. On each column of the result 1-D transform 
is performed again, to produce the final result of the 2-D 
DCT/IDCT. In our experiments we use this strategy.  

III. METHODOLOGY OF THE EXPERIMENTATION 
Our experiments involve processing video data with 

different frame formats. We have chosen the SIF, CCIR-
TV and the HDTV formats, since they have been 
considered by many video compression standards. The 
frame resolutions for SIF, CCIR-TV and HDTV are 
352x288, 525x720 and 1152x1926, respectively. We 
have written synthesizable VHDL models of two units, 
one describing 1-D DCT and the other – 1-D IDCT. The 
designs have been implemented according to the 
modified Loeffler algorithm. We both simulated and 
synthesized the VHDL models for three different FPGA 
technologies, namely Virtex II, Acex-1K and Orca using 
the following design tools:  
• ModelSimTM SE/EE from Model Technology, 

version 54.b, revision 2000.06, for simulating the 
VHDL source code; 

• LeonardoSpectrumTM from Exemplar, version 
v2000.1a2.75, for the synthesis of VHDL source 
code. 

For the design of DCT we considered 8-bit input data 
for consistency with the 8-bit color presentation in visual 
data compression standards like MPEG and JPEG.  The 
output data width was designed to be 10-bit. Similarly, 
10-bit inputs and 8-bit outputs were considered for the 
IDCT design. The row-column separation strategy was 
used to compute the 2-D DCT/IDCT. As we have used 
8-point 1-D DCT and IDCT, the FPGA I/O ports delay, 
reported by the synthesis software, is in essence the data 
processing delay for 8 pixels. Implementing matrix 
transposition without extra delay, we can multiply the 8-
point 1-D DCT I/O latency by 16 to calculate the latency 
of the 8x8 DCT transform. This is in essence the 
processing latency for one 8x8 pixel block. Given this 
latency, we can easily calculate the tame, required to 
transform all 8x8 blocks in any video frame for the 
selected formats - SIF, CCIR-TV and HDTV. Frame 

processing rate (frames per second) of the implemented 
DCT/IDCT was the main criterion used to estimate and 
compare the FPGA mappings on the three different 
technologies. 

IV.  EXPERIMENTAL RESULTS 
Synthesis results for 8-point DCT and IDCT units are 

included in Table I. These results indicate that the Xilinx 
FPGA implementations of DCT/IDCT can process 
higher numbers of frames per time unit, compared to the 
other two FPGA technologies. One reason for this 
considerable data processing speed is the utilization of 
coarse-grain reconfigurable resources available in the 
Virtex II FPGA.  In particular, the usage of hardwired 
multipliers and fast carry chains lead to a severe 
acceleration of the implemented computations. 

TABLE I 
 SYNTHESIS RESULTS FOR DIFFERENT FPGA TECHNOLOGIES 

 
Implemented function DCT IDCT 
Lucent ORCA-3C/3T series FPGA 
Max. Clock frequency  (MHz) 22 22
No. of LUTs used 1320 1488 
No. of SIF frames  per second 896 877 
No. of CCIR-TV frames per second 1219 214 
No. of HDTV frames  per second 40 40 
Altera Acex-1K series FPGA 
Max.Clock frequency  (MHz) 16 16
No. of LCs used 1303 1482 
No. of SIF frames  per second 647 647 
No. of CCIR-TV frames per second 158 158 
No. of HDTV frames per second 29 29 
Xilinx Virtex-II series FPGA 
Max.Clock frequency  (MHz) 54 60
No. of CLBs used 203 214 
No. of multipliers used 22 22 
No. of SIF frames  per second 2193 2469 
No. of CCIR-TV frames per second 536 600 
No. of HDTV frames per second 100 112 

 
We were particularly interested whether the FPGA 

implementations of the designs would be fast enough to 
meet the real time requirements of the selected video 
formats. For SIF and CCIR-TV, the requirements for 
real time processing rates are 25 frames per second. It 
can be observed in Figure 6 that Xilinx FPGA 
implementations process the highest number of SIF 
frames per second. The other two FPGA technologies, 
using finer-grain resources, although slower, are capable 
of processing SIF frames at speeds, much higher than the 
required real-time rates (25 frames per second). 
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Therefore, in this case the advantages of the Virtex II 
technology can not be utilized efficiently.  

FPGA Technology vs. SIF frame process per 
second
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Figure 6 Comparing different FPGA technologies to SIF 
frames processing per second 

Regarding CCIR-TV format, performance results 
impose similar conclusions (see Figure 7). All FPGA 
technologies provide DCT/IDCT processing speeds well 
above the required real time values.  

FPGA technology vs. CCIR-TV frames 
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Figure 7 Comparing different FPGA technologies to   
CCIR-TV frames processed per second  

The advantages of using coarse-grain reconfigurable 
resources for speeding up the DCT and IDCT operations 
are illustrated in Figure 8.  Only Xilinx FPGA is able to 
process twice the rate required by HDTV, which is 50 
frames per second. The other two FPGA can not achieve 
the requirements for real time processing. 

FPGA technology vs. HDTV frames 
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Figure 8 Comparing different FPGA technologies to 
HDTV frames processed per second 

V.   CONCLUSIONS AND FUTURE WORK 
In this paper, we reported the results from an 

investigation on reconfigurable implementations of 

DCT/IDCT mapped on different FPGA technologies. 
Synthesis and simulation results from the experiments 
indicate that real-time requirements of SIF, CCIR-TV 
and even HDTV can be met by the implemented DCT 
and IDCT designs. From the reported results we can 
conclude that all investigated FPGA implementations 
can speed up DCT based compression standards 
dramatically. However, for computationally intensive 
algorithms like DCT/IDCT better results can be achieved 
by coarser-grained reconfigurable logic, like the one 
realized by the Virtex II technology of Xilinx. In future, 
we intend to integrate the investigated DCT/IDCT 
designs into a custom computing machine organization, 
called MOLEN [3]. The MOLEN processors utilize 
microcode to control both reconfiguration and execution 
process of the reconfigurable unit. Our primary goal will 
be to investigate the influence of FPGA reconfiguration 
time on the overall performance of the system. 
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