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Abstract. The growing demand for higher performance with limited energy 

dissipation evokes the need for an optimal use of system resources. In search of 

the best performance/power ratio, and considering that a static system is not 

able to optimally perform the various applications required by the user, runtime 

reconfigurability has become an avenue of research. One can find proposals for 

adapting dynamically processors, memories and their interconnections in order 

to provide a more suitable configuration for the system. However, there is no 

available study on the simultaneous reconfiguration for all these components in 

a system. This work presents a study where the reconfiguration of each different 

stage of a system - processing, memory and communication - is shown, proving 

the importance of the optimal use of each resource. Moreover, we show that a 

static component significantly undermines the potential power reduction 

achievable when reconfigurable components are used, being such adaptation at  

system level crucial to achieve elevate levels of   energy reduction, while sus-

taining high performance. When all components are adapted in agreement , a to-

tal power reduction up to around 84% is possible. 

Keywords: Multiprocessor System on Chip; Network-on-Chip; VLIW proces-
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1 Introduction 

Multiprocessors System on Chip (MPSoCs) have emerged as a technology trend to 

provide the needs for growing performance and integration of d ifferent features in  a 

single integrated circu it. Parallelism exp loitation at d ifferent granularities has been 

crucial fo r the success found in these platforms. Processing Elements (PEs) that make 

up an MPSoC can consist of different architectures, like general purpose processors, 

VLIW processors, DSPs, vector processors and other accelerators. For effective 



communicat ion among processors and memories, Networks-on-Chip (NoCs) have 

been adopted, providing reusability, scalability, parallelism and high bandwidth [13].  

However, the search in the design space is not only referent to performance, but a l-

so about consuming less power and energy. Thus, techniques able to significantly 

reduce the power consumption are essential for enabling the efficient use of aggres-

sively scaled technologies. 

Some techniques for reducing power and energy involve the reduction of frequen-

cy and voltage, as well know the DVFS (Dynamic Voltage and Frequency Scaling) 

strategy, others save power by changing the underlying architecture, like in the case 

of a VLIW processor, for example, by reducing the number of issues that can be used. 

The issue-width of a VLIW processor can be reconfigured at run time [1] by tempo-

rarily enabling or disabling functional units (FUs), thus reducing the power consumed 

by the processor. Another benefit of reducing the issue-width is to reduce the band-

width of instruction cache. As the port width of the instruction memory is directly 

related to the issue-width of the VLIW processors, and cache memory is a large con-

sumer of power [3][6], this can also be reconfigured to save power and energy [4]. 

The communicat ion between the different PEs of an MPSoC and the NoC routers 

is done, in several cases, using the memory addressing space of these PEs, as shown 

in Fig. 1. Thus, a reduction in the issue-width of a processor could reduce the band-

width required from its memory, and consequently, the bandwidth of the NoC routers. 

Note that such changes also affect significantly the power consumption of the system. 

As these changes in bandwidth are caused by a reconfiguration of the processor, any 

NoC p lanned at design time for an adaptable processor will either provide below av-

erage performance (when designed for the mean case), or dissipate excessive power 

(when designed for the worst case). Furthermore, as technology scales, the costs of 

interconnection wires becomes growingly significant. Thus, a fully reconfigurab le 

system can find improved solutions in the design space. 

 

 
Fig.1. ρ-VEX processor, memories and interfaces 

 

This article presents a study in which the main responsible of the system that con-

tributes to performance and power consumption such processors, memories and sys-

tem interconnection, can be reconfigured in search for better solutions. We show that 

partially adaptive systems are limited in the power reductions due to the power of the 
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static parts. For example, a system that reconfigures memory and NoC but leaves the 

static processor will not be able to improve its power consumption beyond a certain 

limit . Most importantly, we quantify these limitations. Moreover, we exp loit  different 

means that may be used to dynamically modify the performance and power consump-

tion of the system, namely scaling the operating frequency and partially powering off 

parts of the components, reducing bandwidth or issue width, for example. 

This work is structured as follows. In  section II we discuss the main related works. 

Section III shows how inefficient can be a partially reconfigurable system. In section 

IV we discuss the adaptable parameters of the proposed architecture. The exper i-

mental setup is presented in section V. Section VI analyzes the experimental results  

and section VII concludes the work, pointing out relevant future work possibilities. 

2 Related Work 

There are many works with the goal to reduce power consumption in processors that 

also try to minimize the performance penalty. Processors of different architectures 

and varied purposes were proposed using reconfigurability, enabling the development 

of dynamically reconfigurable processing elements [1][15][16]. 

In [15] the authors propose a processor where the reconfigurable logic works as an 

FU. The purpose of this processor is to increase the achievable ILP (Instruction Level 

Parallelis m) by matching the best processor configuration to the instructions that are 

ready to be executed. A ll reconfigurable processors cause variations in the demand of 

data at some point. The reconfiguration of the superscalar processor is an attempt to 

increase ILP by executing as many instructions available, and it modifies the throug h-

put required from the instruction memory. In  [16] the authors make use of a b inary 

translator to dynamically identify parallelizable instruction and execute them eff i-

ciently in a reconfigurable array of FUs. In [1] the ρ-VEX VLIW processor proposed 

in [2] has a number of issues reconfigured at run time, allowing adjustment between 

performance and power. Thus , besides the reduction of voltage and frequency, the 

processor architecture can also be changed at run time for optimum use. 

Another component subject of several studies is  the cache memory. In [4], experi-

ments were made taking into account the need to change the instruction cache due to 

the variation of a reconfigurable VLIW processor [1]. These experiments show that , 

by changing the parameters of the cache, it is possible to maintain  the performance 

with a reduced power. The impact of different parameters in a cache memory perfor-

mance and power consumption is described in [5], where a study of several caches of 

different processors is presented. In [6] and [7] the cache associativity is reconfigured, 

so as to obtain a lower power consumption without a significant reduction in perfor-

mance. Besides the associativity, the memory size  and the size of the lines also brings 

changes in performance and power consumption, as shown in [8], where different  

results are obtained according to the line sizes.  

However, fo r a  system NoC-based with maximum configurability, including pro-

cessor and memory, the communication must also be capable of reconfigure in order 

to follow the rest of the system. In the literature there are several studies regarding 



reconfigurable NoCs. In [9] several parameters like routing, switching and packet size 

are reconfigured at run time. Thus, the NoC can be reconfigured seeking an optimal 

point according to the application. However, the operating frequency of the routers 

remains fixed. In  [10] the depths of the buffers are reconfigured at runtime, showing a 

significant reduction in  power consumption without performance penalt ies. In [11] 

there is also a concern with the buffers of the NoC routers, where a novel reconfigu-

rable FIFO using Johnson-encoding is used, reducing latency and the power con-

sumed by the circu it. In [12] a way to dynamically  reconfigure  the switching and 

topology of the NoC at runtime is presented, reducing the critical path and latency.  

None of the prev ious takes onto account the impact of having a reconfigurable 

component claiming other components to be reconfigurable as well in order to 

achieve minimum system energy. In this work, we show that significant gains can be 

achieved when one couples the reconfigurability of these three components (proces-

sor, memory and interconnection), quantifying the relevance of each one. 

3 Inefficiency of the Partially Reconfigurable Systems 

In a system with a processor and cache memories, if the processor presents techniques 

allowing reducing its power consumption, the power of the cache memories becomes 

proportionally even more important for the whole system. Therefore, techniques for 

reducing power consumption should also be applied to the cache memories, following 

the change in the processor, in search of the best performance/power ratio. For exam-

ple, if a processor reduces its frequency from 400MHz to 100MHz, the cache memory 

can also reduce its operating frequency, since this causes no harm to the performance. 

It has been demonstrated that one can reconfigure other parameters of the cache 

memory, such as line s ize and associativity, reducing the power consumption or in-

creasing the performance of the p rocessing element [3][5][6][7][8]. The coupled re-

configuration of processor and memory proposed in [4], shows interesting gains. 

However, the modificat ion of these parameters direct ly influences the efficiency of 

the NoC as well. The NoC routers usually work in a fixed frequency and bandwidth. 

After the reconfiguration of the instruction cache memory, for example, the NoC can 

become ineffective, dissipating unnecessary power or becoming a system bottleneck.  

Explo iting this other issue, a NoC router which has a frequency of 400MHz and 

128 bits of data width interconnected to a memory with 256 bits of data running at 

200MHz works with maximum efficiency. But if this memory has the operation fre-

quency and the data width reconfigured to 100MHz and 128bit, respectively, the NoC 

router is consuming more power than necessary. Alternatively, if the memory data  

throughput is increased to 400MHz*256 bits, the NoC will be a limit ing factor. The 

worst cases occur when both frequency and data width are reconfigured in the PE.  

4 Reconfigurable Parameters of the NoC Based System 

In this section we present the reconfigurable parameters for a cache, a VLIW proces-

sor and a NoC. The case study presented in this work is based on the ρ-VEX proces-



sor [1]. Note, however, that the changes observed in the bandwidth required from the 

communication infrastructure occur for any reconfigurable processing element. 

The parameters considered herein are totally reconfigurable, allowing the exp lora-

tion of a wide design space in search for the best available points.  

4.1 ρ-VEX VLIW Processor 

The VLIW processor used was the ρ-VEX [2], extended with the contributions pre-

sented in [1]. This version of the ρ-VEX processor enables reconfiguring the VLIW 

processor in 2, 4 o r 8 issues at runtime, and varying the frequency of operation. This 

directly affects the instruction memory bandwidth, since when varying the issue-

width, the size of instruction also varies . In fact, regardless of the nature of the pro-

cessing element, which can be a superscalar, a VLIW, a simple RISC processor, etc, 

reconfigurable capabilit ies will cause variations in instruction throughput require-

ments, which modifies the optimal memory and communication configurations. In 

order to perform a complete analysis , the power consumption of the processor was 

extracted using the tool Cadence RTL Compiler Ultra.  

Fig. 1 shows the base structure of the MPSoC, showing the ρ-VEX and the 

memory and router surrounding it. Note that it allows composing larger VLIW pro-

cessors with independent 2-issue cores and that this modifies the requirements of 

instruction width. We assume that the processor always has exactly one load/ store 

unit, maintain ing the same requirements from the data cache, as in [4]. Note that dif-

ferent processor reconfiguration techniques may also lead to changes in data require-

ments, further increasing the relevance of the approach proposed here. 

4.2 Cache Memory 

Our design uses cache memories that may be reconfigured at run time, allowing one 

to vary the port size between 64, 128 and 256 b its according to the performance and 

power required. The size of the cache and cache lines, as well as associativity, varies  

in order to maintain the lowest power consumption without loss of performance, and 

hit ratio is assumed to be constant. In addition, the operating frequency of the memory 

was also varied, thus simulat ing a complete reconfigurable PE. We consider a cache 

that modifies its parameters and throughput dynamically along with the requirements 

of a reconfigurable p rocessor. For the different configurations used in the instruction 

cache, we extracted the power consumption and area using the HP CACTI tool. 

4.3 Network on Chip 

The Network-on-chip used in this article is based on the SoCIN RaSoC router [14] 

with data width and frequency between 16 and 256 bits, and 100 and 1000MHz, re-

spectively. For this analysis we extracted estimates of power through the Cadence 

RTL Compiler Ult ra tool using a 65nm technology for NoC Router and HSpice for 

wires , using the Π model [17]. The RaSoC router allows different depths of buffers, 

but in this initial study this parameter was maintained fixed in 4 positions for each 



input channel. Another feature of the NoC used is that routers are full duplex, thus 

working with incoming links independent of outgoing links. 

5 Experimental Setup 

The experiment was based on the MPSoC shown in Fig. 1. A complete MPSoC t ile 

shown in Fig. 2, formed by processor, memory and router was analyzed, where: 

 The processor is capable of varying frequency and issue-width to maintain the 

lowest power consumption according to the application requirements. 

 The instruction memory is able to vary the frequency, port size, cache size, line 

size and associativity, keep ing the flow of data required by the processor with the 

lowest possible power consumption without loss of performance, allowing the var-

iation of the maximum memory bandwidth required in each configuration. 

 The NoC router is able to individually vary the frequency and the link data width 

(the number of wires connected to the router), enabling a variat ion of power con-

sumed by the router and by the communication wires between routers. 

Table I. Parameters used in the experiment 

  

Based on extracted area provided by the tools, RTL Compiler and CACTI, and us-

ing the homogeneous arrangement of the components shown in Fig. 1, the length of 

the wires was estimated in 1.2 mm between the routers. 

The experiment starts with the system using the initial values described in Table I 

and has its parameters changed seeking an optimal configuration of the entire system. 

Table I also presents the power consumed by the default setting, which will be com-

pared with the reconfigurable system. The need to vary the frequency and/or issue-

width of a processor is defined according to the application is running. This variation 

will dictate the need to vary the frequency and/or other parameters of the other com-

ponents. For a more p recise analysis, we enable reconfiguration init ially only  on the 

processor, then the processor and memory were reconfigured, and in the last st ep the 

system was fully reconfigured. 

Parameters Range  Initial Value  

ρ-VEX issue-width 2/4/8 8 

ρ-VEX frequency (MHz) 200/250/300/400/500 500 

Cache port  size (bits)
 

64/128/256 256 

Cache frequency (MHz) 200/250/300/400/500 500 

Cache Size (Kbytes) 8/16/32 32 

Cache Line Size (Bytes) 16/32/64/128/256 256 

Cache Associativity (Ways) 1/2/4/8 8 

NoC Router frequency (MHz) 100 to 1000 – step 50  500 

NoC Router data width  (bits) 16/32/64/128/256 256 

Default Setting Power Consumption (mW) --- 192.71 



6  Analysis 

In this section we study the impact of the reconfiguration of each  element that com-

poses a NoC-based MPSoC system (processor, memory and communication).  

We observed that when we modify the bandwidth required by a processor, it is in-

teresting that the memory and NoC are also reconfigured, especially in terms of fre-

quency and data width, thus achieving a system with better performance/power. Fig. 2 

illustrate the reference node of the MPSoC for the experiments. The processor initia l-

ly runs at a 500MHz of frequency, with 8-issue (256bit instruction word). The 

memory runs with the configuration 8W 32K256B-500M-256b (where 8W  means 8-

way associativity, 32K means 32KB cache size, 256B means 256 byte line size, 500M 

is the operating frequency in MHz and 256b means the data width in bits equivalent to 

processor issue-width). Finally, the NoC runs at 500MHz with 256bit data width. The 

MMI (Memory Management Interface) and the NI (Network Interface) are respons i-

ble for providing the interface between the PE and the NoC router. 

 

 
Fig. 2. MPSoC reference node 

 

The purpose of this analysis is to quantify the impact of each reconfigurable co m-

ponent in MPSoC power consumption. We take as starting the in itial value configura-

tion shown in Table I and performed three tests, where the different configurations 

according to the parameters of column Range of Table I were applied. 

6.1 Varying the processor parameters 

Initially an application sets the reconfiguration of the processor, modify ing the issue-

width needed and the throughput from 256bit*500MHz (128Gbps) to 76.8Gbps, 

64Gbps, 38.4Gbps, 32Gbps and 19.2Gbps, as shown in  Fig. 3, respectively in col-

umns 1 to 6. We can note in the first column, the results of power consumed in each 

element of MPSoC when the initial configuration is applied.  

The application may also require a deactivation of some functional units in order to 

further reduce the power consumption, in this way the columns 3 to 6 of Fig.  3 shows 

the power consumed by the processor when these changes occur along with lowering 

of frequency and issue-width. The processor initially represented 45.6% of the power 

consumed by the MPSoC, being this value only  10.2% when reconfigured  for ρ-VEX 

2 issue 300MHz. We can also observe that the power consumption in the other com-

ponents remains static, limiting the attainable gains. Even when the processor power 
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consumption is reduced 7.37 t imes (from the first to the last column), the entire sy s-

tem power is only reduced 39.45%. 

 
Fig. 3. Power results (mW) – Reconfigurable Processor 

6.2 Varying the processor and memory parameters 

Fig. 4 shows the results of power consumption for an MPSoC tile where the processor 

and memory are reconfigured concordantly (processor and memory  operate at same 

frequency). The first column shows the power consumption on the default system. 

The columns in  Fig. 4 show the changes occurring in memory frequency, according to 

the processor reconfiguration.  

Note that, as the power from the processor and the memory is reduced, the NoC 

power, due to the router and associated wires, becomes a limit ing factor. When the 

power of the processor is reduced 7.37 times and the memory power is reduced 4.06 

times, the overall reduction is limited to 50.58%, due to the NoC static nature.  

6.3 Concurrently varying the Processor, Memory and NoC parameters 

When we vary the frequency and data width of the router, its power consumption 

varies, as well as that of the router wires. When we vary the data width of the NoC, 

there is also the possibility of powering off the buffers associated with the unused 

channel bits, leading to significant reductions in the total NoC power.  

 
Fig.4. Power results (mW) – Reconfigurable Processor and Memory 
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Fig. 5 shows the total power consumed by a fully adaptive system. Note that, when 

all elements are adapted to maintain compatible capabilit ies, the maximum power 

reductions are achievable. The total power reduction attainable by such a system is 

84.12%, as there is no static component to limit the gains.  

7 Conclusions and Future Works 

In this work we have presented and quantified the need for adaptability in all compo-

nents that contribute significantly to system power consumption. Whenever there is a 

processor able to dynamically modify its process ing capabilities and/or a memory 

with adaptable bandwidth, the optimal NoC configuration ab le to supply the system 

needs with min imal power will also change. Thus, leaving any of the system compo-

nents with exceed ing power or insufficient performance will make such a component 

either a source of energy waste or performance bottleneck.  

The presented case study considered an adaptable VLIW processor, coupled to an 

equally adaptable memory and NoC infrastructure. Results showed that the greatest 

reductions in power consumption are achieved only  when all system elements are 

adapted concordantly. We have shown that a system with an adaptable processor can 

only reduce power by 39.45%, while a fully adaptable MPSoC can , for example, re-

duce its power by 84.12% accord ing the parameters considered in this paper. Quanti-

zation of these gains is crucial to guide future research directions.  

 
Fig.5. Power results (mW) – Fully adaptable system 

 

These considerations and results open several possible future works. For example, 

to consider heuristics to coordinate the optimum system configuration, taking into 

account all relevant layers at once, may  successfully explo it the parameters presented. 

Furthermore, other reconfiguration directions, such as NoC routing algorithms or the 

processors register file size may be added to the des ign space exploration. 
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