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Abstract—In this paper, we first analyze the degradation stochas-
tic resonance (DSR) effect in the context of adaptive averaging
(AD-AVG) architectures. The AD-AVG is the adaptive version of
the well-known AVG architecture . It is an optimized fault-tolerant
design for future technologies with very high rates of failures and
defects. With system degradation the AD-AVG reliability is dimin-
ishing, as expected, but at a certain moment in time it increases
due to the DSR occurrence, which is counterintuitive. We study
this phenomenon under various redundancy levels and noise con-
dition. If we take for example a 20-input AD-AVG with particular
noise conditions, our simulations indicate an initial yield decrease
from 1 to 0.89 with the system degradation, then a grow up to 0.94
at the DSR peak, and finally a decrease to zero when the system is
reaching its end of life. Subsequently, we introduce a method to in-
duce DSR in an AD-AVG structure, regardless of the degradation
level, when this results in reliability improvement. To achieve this,
we augment the AD-AVG with per input controllable noise injec-
tors that can be utilized to induce virtual circuit degradation and
create the required conditions for the DSR peak appearance. With
this scheme the beneficial DSR effect is created even though the
actual DSR system degradation (aging conditions) is not reached.
This allows us to provide an optimum and nearly flat reliability
level at any time before the DSR peak degradation level. Our ex-
periments suggest that when we apply this method to the same
20-input AD-AVG, we obtain a guaranteed yield level of 0.94 from
fresh devices to the DSR peak degradation level with a maximum
yield of 0.97. In this way, a minimum yield level can be guaranteed,
by determining at design time the required AD-AVG redundancy
that provides it, for the entire life of the system.

Index Terms—Aging, averaging cell, fault-tolerance, hardware
redundancy, nanoscale technology, reliability.

I. INTRODUCTION

NOWADAYS, most of the new emerging device tech-
nologies are suffering from a reduced device quality.

Thus, along with the benefits of smaller size, low-power
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consumption, and high performance, future technologies are
expected to have associated higher levels of process and en-
vironmental variations, low reliability as well as performance
degradation due to the high stress of materials [1]–[4]. In view
of the previous remarks, the development of more powerful
fault-tolerant architectures emerges as a key research topic at
the present. We note that while thus far fault-tolerant techniques
with low levels of redundancy have been sufficient, this cannot
hold true for new technology generations which are expected to
exhibit much higher rates of failures and defects.

Currently, most of the fault-tolerant techniques rely on the
use of majority gates [5], [6]. A potential alternative to majority
gates is the averaging (AVG) cell [7]–[9], which exhibits higher
reliability at lower cost by computing the average of the input
replicas instead of relying on majority voting. Moreover, as sug-
gested in previous paper [10], for high fault rates AVG requires
a reasonable redundancy level, thus area overhead, when com-
pared with modular redundancy (MR) or NAND multiplexing.
Working with the averaging technique variations in opposite
directions can be compensated and thus reduce the output prob-
ability of error. It has been demonstrated that this approach is
maximally effective when the inputs are subject to independent
variations with similar magnitude [9]. However, this condition
is no longer valid for the current technologies as heterogeneity
starts playing a relevant role. To optimize the AVG architecture
in nonhomogeneous variation environments, we proposed the
adaptive averaging (AD-AVG) architecture [11]. This enhanced
AVG technique is capable of tolerating nonhomogeneous input
variations and the effects of degradation by cleverly adapting
the input weight values. The basic AD-AVG principle is to as-
sign larger weights to the most reliable inputs, based on the
measure of the associated variability, and smaller weights to the
ones more prone to be unreliable. We have analyzed in detail
the AD-AVG capabilities in [11], and we have recently discov-
ered an interesting but counter-intuitive phenomenon occurring
in AD-AVG structures, the so-called degradation stochastic res-
onance (DSR) [12], that deserves further study.

In this paper, we analyze in detail the DSR phenomenon
and its consequences on the AD-AVG reliability enhancement
capabilities. This counterintuitive effect takes places in the AD-
AVG structure as a result of the combined effect of hardware
degradation and the noise present in the Variability Monitor,
i.e., the AD-AVG part in charge with the averaging weight cal-
culation and reconfiguration. The DSR effect is related to the
well-known suprathreshold stochastic resonance (SSR), which
was first analyzed by Stocks in [13]. Some interesting applica-
tions of SSR phenomenon are sigma-delta modulators [14] and
analog-to-digital converters [15]. In the case of AD-AVG, DSR
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Fig. 1. Yield of 20-input AD-AVGs against degradation with noise in the
Variability Monitor of magnitude σs = 0.06 V.

occurrence provides an unexpected reliability enhancement af-
ter a certain degradation level is reached and under specific
noise conditions. Our simulations indicate that a DSR-induced
reliability peak is reached at a particular amount of degradation
in time, which depends on the AD-AVG reliability level and
input variability level. Thus, the DSR phenomenon implies that
while the system degradation increases the AD-AVG reliability
evolves as follows: after an initial decrease, it improves until
a maximum value is reached at the DSR peak, after which it
finally steadily decreases to zero.

For example, if we take a 20-input AD-AVG with a noise level
in the Variability Monitor of 0.06 V, then the reliability evolves
as follows (see Fig. 1): 1) The yield starts from a high value
of 0.97 in fresh devices and gradually decreases to 0.89 when
the degradation level is reaching 35 units. 2) As the degradation
is increasing, due to the DSR effect, the yield starts increasing
up to 0.94, at the DSR peak which corresponds to an accumu-
lated degradation in time of 60 units. 3) After the DSR peak
the circuit’s accumulated degradation causes a drop in the yield
characteristic. This particular AD-AVG example was chosen to
clearly show the DSR effect. In general, DSR causes different
yield evolutions depending on the circumstances of redundancy,
noise, and degradation level. We also want to point out that even
in current technology a 20x replication appears to be unaccept-
able, due to device scaling, which results among other positive
aspects in a low reliability, such a solution might be unavoidable.
Moreover, if we consider some emerging technologies such as
solid-state nanopores high replications levels of up to 20 are not
prohibitive any longer [16], [17].

As DSR results in yield improvement under certain aging
conditions a legitimate question to ask is: Can one take an
advantage of DSR over the entire lifetime of the system? In the
second part of the paper, we address this question and propose
a method to artificially create the conditions such that DSR
induced yield peaks are obtained for a large part of the system
life time, i.e, from fresh devices (in particular, from the moment
when the yield falls under a minimum acceptable value) up

to the end of life (the degradation is that high that no yield
improvement is possible any longer).

To this end, we first demonstrate that by artificially changing
the variability level of the AD-AVG inputs we can control the
DSR peak occurrence and position, thus for any degradation
level we can find an input variability level that induces a DSR
yield peak. Subsequently, we propose to augment the AD-AVG
structure with per input controllable noise injectors and to extend
the Variability Monitor such that it can compute, apart from the
required input weight values, also the noise level that virtually
increases the circuit amount of degradation. In this way, the AD-
AVG is capable of creating the required conditions for the DSR
peak occurrence, regardless of the actual system degradation
level.

Our simulations indicate that the augmented AD-AVG
scheme is capable, besides of eliminating the yield decrease
range that normal AD-AVGs exhibit prior to the DSR peak, of
providing higher yield levels. This extra benefit can be explained
by the fact that even though we are placing our structure under
the DSR peak conditions, the system presents a lower level of
accumulated degradation than the one associated to the DSR
peak, which results in an yield improvement.

If we apply the proposed DSR control by noise injection to the
same example as before, i.e., a 20-input AD-AVG with a noise
level in the Variability Monitor of 0.06 V, the reliability evolves
as follows (see Fig. 8): 1) the yield starts from a high value of
0.97 in fresh devices and gradually decreases to 0.94 during the
first 6 units of degradation in time. In this lifetime part no noise
injection is needed; 2) from 6 degradation units further noise
injection is applied and a nearly flat yield curve is obtained until
the DSR peak degradation level (60 units) is reached. In this
part of the yield characteristic, we get a minimum guaranteed
yield level of 0.94 and a maximum of 0.97; and 3) after the DSR
peak the circuit’s accumulated degradation causes a drop in the
yield characteristic until it eventually reaches zero.

This paper is organized as follows. In Section II, we present
the AD-AVG architecture and the models we use to simulate
it. In Section III, we introduce the DSR effect with a particular
example of a two-input AD-AVG in which we can analytically
demonstrate it, then we extend the DSR intuition to general
AD-AVG architectures, and provide simulations to observe it
in different conditions of noise and degradation. In Section IV,
we propose a method to control the DSR effect and exploit
its benefits in the AD-AVG design. We explain in detail the
principle of the DSR control based on the input noise injectors
and then sketch a potential implementation. Section V presents
our conclusions and future work directions.

II. AD-AVG CELL

The AD-AVG architecture, a fault-tolerant structure based
on hardware redundancy is graphically depicted in Fig. 2. It
is an extension of the AVG cell. Both structures are designed
to compute the most probable value of a binary variable from
a set of R error-prone physical replicas. In the case of AVG
it is assumed an homogenous aggression scenario for all the
replicas and consequently AVG makes use of the same weight
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Fig. 2. AD-AVG architecture.

for all the inputs. In contrast, the AD-AVG cell architecture
does not assume homogeneity and thus evaluates the variability
at each input, by employing a Variability Monitor block, and
calculates the set of different weights to optimize reliability.
In [11], it has been demonstrated that the AD-AVG cell can
efficiently tolerate high amounts of heterogeneous variability
and accumulated degradation in the physical replicas.

The AD-AVG operation is based on a weighted average com-
putation of R input replicas yi of a binary variable y.

yi = y + ηi i = 1, . . . , R (1)

Each replica yi is assumed to be affected by an independent
variation ηi that alters the ideal value y. The yi signals are
represented in the system by continuous voltage levels, where
0 and Vcc electrical levels stand for ideal logical values “0”
and “1,” respectively. Without the loss of generality, we use
Vcc = 1V. The y′ variable is a weighed average of the replica’s
inputs and consequently the AD-AVG output ŷ is an estimation
of y according to (2).

y′ =
R∑

i=1

ciyi ŷ =
{

Vcc if y′ > Vcc/2
0 if y′ < Vcc/2.

(2)

We model the variation magnitudes as Gaussian random vari-
ables with null mean and different standard deviation levels
σi , ηi ∼ N(0, σi). The averaging weights ci are normalized to
the unity, i.e.,

∑R
i=1 ci = 1, and their optimal values, as far as

reliability is concerned, are

copt
i =

σ2
y ′ min

σ2
i

i = 1, . . . , R (3)

where σ2
y ′ min corresponds to the minimum achievable weighted

average variance. The analytical proof of the aforementioned
equation can be found in [11]. The input variances σ2

i are esti-
mated by means of the Variability Monitor block that is subject
to noise

σ̂2
i = σ2

i + ξi (4)

We model the noise level in the Variability Monitor as a Gaus-
sian random variable with null mean and standard deviation σs ,
ξi ∼ N(0, σs). The Variability Monitor is based on the com-
putation of the disagreements between the AD-AVG output ŷ
and the signal provided by each replica yi . This mechanism
was introduced by Mathur and Avizienis in [18]. The averaging
weights are reconfigured by the weight drivers according to the
input variance estimators and the optimal averaging weights’

formula, see (5). A detailed presentation and discussion about
this calculation can also be found in [11].

ci =
1/σ̂2

i∑R
j=1 1/σ̂2

j

. (5)

In this study, we assume as a matter of reference for the
AD-AVG yield the percentage of circuits that satisfies the re-
liability requirement Pe < 10−4 (equivalently σy ′ < σmax =
0.1344 V). As it is exposed in detail in our previous work [11],
we use a degradation model to simulate the system behavior
over time. In the analysis, we use a degradation normalized
temporal unit called “degradation in time.” With this unit, in-
stead of relating particular amounts of degradation to time, we
make our model more general and technology independent. We
basically focus our degradation metric on measurable circuit
magnitudes that vary with degradation and associate degra-
dation in time units to these increments. This technique was
utilized in other studies, e.g., [19]. In these cases time is not
directly related to degradation but measurable percentages of
parameters shift due to degradation. Our degradation model
can be stated as follows: we generate the initial values of the
input replicas variance following a Gamma probability distribu-
tion function σ2

i ∼ Γ(x; k, φ) with scale parameter φ = 2 and
mean value E{σ2

i } = 0.07 V2 (this value reproduces technolo-
gies with poor reliability); the influence of increasing amounts of
degradation is modeled by adding random Gamma-distributed
increments to the initial input variances. We define the unit of
degradation in time, so that it corresponds to a mean increase
in the replicas’ variance σ2

i of magnitude 0.02 V2 . We use this
normalized time-scale because we want to have a technology
independent degradation model. In practice the relationship be-
tween degradation and time depends on the particular utilized
technology, the stress experienced by the system, and other en-
vironmental conditions, thus our model can be translated in time
if this information is available.

III. DEGRADATION STOCHASTIC RESONANCE

In this section, we analyze the DSR effect in the AD-AVG
architecture. To do so, we first focus on a particular case of DSR
with a two-input AD-AVG structure (R=2). This example will
reveal us the circumstances of noise under which the DSR effect
occurs. After this example we also perform a sensitivity analysis
of the AD-AVG yield to the degradation of one particular input.
This result will permit us to generalize the DSR effect to AD-
AVG structures with an arbitrary number of inputs. Finally,
we will show simulation results for the AD-AVG structure with
different redundancy factors R and noise levels in the Variability
Monitor (σs) in order to conclude a clear overview of the DSR
impact in AD-AVG structures.

A. DSR in two-Input AD-AVG

Focusing on a simple AD-AVG case with two-inputs, we are
able to perform an exact analytical study of the DSR effect. We
analyze the case of a two-input AD-AVG when one of the inputs
has very small, even null variability level (σ1 ≈ 0 V) and the
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Fig. 3. Monte-Carlo simulation result of a two-input AD-AVG yield against
σ2 with null variability in the input 1 (σ1 = 0 V). We consider different levels
of noise in the Variability Monitor (σs ) and a maximum admissible output
variability of σm ax = 0.1344 V.

variability of the other one (σ2) increases over time as a con-
sequence of degradation. In order to perform the calculations,
we model the statistics of the input variability levels with pa-
rameters σ1(≈ 0 V), σ2 , the noise in the Variability Monitor σs ,
and the reliability specification of maximum admissible output
variability σmax (above this level we assume cell failure). First,
we perform a Monte-Carlo simulation; Fig. 3 depicts the result-
ing yield against the variability in the input 2 (σ2). We observe
that the yield is always 1 when σ2 < σmax . This is because,
in these conditions, any possible combination of weights gives
place to an output with a variability level lower than the max-
imum tolerated. However, as soon as σ2 becomes greater than
σmax the yield begins to decrease at different rates depending
on the level of noise in the Variability Monitor. Obviously, the
greater the noise the greater the yield loss. This detrimental ef-
fect of degradation, or increase in the variability, happens only
during a certain range of input variability. After a critical vari-
ability level in the input 2 (σ∗

2), the effect of further degradation
changes and becomes beneficial; this is the starting point for the
DSR effect in this particular case (see Fig. 3). We can under-
stand this phenomenon by realizing that as the input variability
σ2 grows the AD-AVG is capable of calculating more precisely
the optimal value of the averaging weights. The ratio between
the variability σ2 and the noise in the Variability Monitor σs

increases, and therefore the measure of input variability neces-
sary to calculate the averaging weights becomes more reliable.
In fact, the AD-AVG gives more weight to the input 1, which
has null variability, and the yield grows up to 1 again.

For this particular case, it is possible to prove the effect an-
alytically. Given the conditions described for this example, we
can calculate the probability density function of the averaging
weights fc1 (c1), fc2 (c2), and the yield of the AD-AVG structure
Y . Taking the derivative of the yield with respect to the variabil-
ity level σ2 , we obtain a closed analytic expression that reveals
the impact of degradation in the reliability of the structure, as

TABLE I
CRITICAL VARIABILITY LEVELS (σ∗

2 ) OF DSR EFFECT IN A PARTICULAR CASE

OF TWO-INPUT AD-AVG WITH NULL VARIABILITY IN THE FIRST INPUT

given next

dY

dσ2
=

1√
2πσs

√
σmax

σ2
e
− σ m a x σ 2

2 σ 2
s erf

(√
σ2(σ2 − σmax)√

2σs

)

− σmax

πσ2
√

σ2(σ2 − σmax)
e
−

σ 2
2

2 σ 2
s . (6)

Matching to zero (6), we obtain the condition in terms of accu-
mulated degradation (σ2) that the AD-AVG system must satisfy
in order to start experiencing the DSR effect, see (7). In this
example, we define this characteristic point of change from
detrimental to beneficial degradation as the critical variability
level σ∗

2 .

1√
πa

× e−a2
= erf (a) (7)

where

a2 =
σ∗

2(σ
∗
2 − σmax)
2σ2

s

. (8)

Solving this equation, we get the expression of σ∗
2 :

σ∗
2 =

σmax

2
+

√(σmax

2

)2
+ 0.769σ2

s . (9)

Substituting this formula with the simulation parameters of
Fig. 3, we can verify the analytical model, see Table I, when
compared with simulation results. Using this relation, it is pos-
sible to find the critical variability level σ∗

2 of the AD-AVG for
any given noise level and reliability requirement.

B. AD-AVG Yield Sensitivity Analysis

In order to extend the previous result to AD-AVG systems
with arbitrary number of inputs, we perform a sensitivity analy-
sis of the AD-AVG’s yield to the variability level of one particu-
lar input (the ith one). With this experiment we demonstrate the
occurrence of the DSR effect in a general AD-AVG case. To do
this, we assume an R-input AD-AVG and analyze the sensitivity
of the weighted average variance against the contribution of the
ith input. We separate the general output variance expression as
follows:

σ2
y ′ = c2

i σ
2
i +

R∑

j=1,j �=i

c2
j σ

2
j . (10)

We generate random sets of R − 1 variance values σ2
j , j =

1, . . . , R, j �= i, following the Gamma distribution function as
in previous studies [11]. As for the ith variability (σi), we swept
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Fig. 4. Sensitivity analysis of AD-AVG’s yield with multiple inputs to the
variability of input ith for different levels of noise (σs ) in the Variability Monitor.
The figure aforementioned shows the AD-AVG yield and the lower shows the
yield loss which is defined as the yield with a null noise in the Variability
Monitor (σs = 0) less the yield.

its value from 0 to 0.4 V in the Monte-Carlo simulations. In
these conditions, we estimate the AD-AVG’s yield taking into
account different levels of noise in the Variability Monitor (σs).
Fig. 4 depicts the simulation results against the influence of σi .

We note in this experiment that ideally (when the noise in
the Variability Monitor is null) the AD-AVG yield is 1 as long
as σi < σmax , and after this value the yield decreases gradually
to 0.93. This happens because the AD-AVG structure with null
noise perfectly optimizes the reliability. Therefore, while the
ith variability is lower than the reliability requirement σmax the
AD-AVG yield is 1, and after this value the yield decreases
gradually to the maximum yield achievable with the remaining
R − 1 inputs. On the other hand, when the Variability Monitor
is affected by noise, the optimal weight values are calculated
imperfectly and the yield is not maximized. We observe in the
figure that the impact of this imperfect weight configuration is
not homogenous throughout all the values of ith input variability.
The yield loss presents a resonance effect with the ith input
variability for different levels of noise in the Variability Monitor
(σs). This result together with the previous example evidences
the relevance of the DSR effect in the AD-AVG structure.

C. DSR in AD-AVG

Once we have perceived the intuition of the DSR effect and
demonstrated its applicability to general AD-AVG cases, we fo-
cus in this section on the analysis of typical AD-AVG. Following
with the previous simulations, we analyze now AD-AVG struc-
tures against the degradation in time and observe the evolution
of reliability. This time we need to use the degradation model
described in Section II. We simulate different size AD-AVGs
with different levels of noise in the Variability Monitor (σs) and
estimate the corresponding yield. Fig. 5 depicts the simulation
results for redundancy factors R = 3, 10, and 20.

In the figure, we clearly observe how the yield characteristic
of AD-AVG changes over time due to the DSR effect. We also
note that the influence of this resonance phenomena is more

Fig. 5. Yield analysis of different size AD-AVGs against degradation for
different levels of noise (σs ) in the Variability Monitor.

significative at higher levels of redundancy. In the examples of
Fig. 5, the DSR effect is not perceived for the three-input AD-
AVG, whereas it does for the 10 and 20 inputs AD-AVG. Another
conclusion that we can extract from the figure is that DSR
implies a diminution of the negative influence of noise in the
Variability Monitor when the accumulated level of degradation
is significantly higher than the noise level. In fact, both Figs. 4
and 5 show a negative impact of noise in the Variability Monitor
that increases for low levels of degradation or input variability
and then decreases after a critical amount of degradation in
time. From this point, we identify the characteristic degradation
in time units associated to the resonance peak as the DSR virtual
age of the circuit. For example, the DSR age of 20-input AD-
AVG with a noise in the Variability Monitor of σs = 0.06 V is
60 units of degradation in time.

Thanks to this effect it is possible to obtain higher factors of
AD-AVG yield after specific amounts of degradation. Regarding
the experiment in Fig. 5 on the DSR effect, we can extract the
following counterintuitive conclusions.

1) The DSR effect is more relevant in AD-AVGs with larger
number of inputs.

2) Given an AD-AVG in a particular situation of degradation
in time and noise level it is not necessarily the best op-
tion to use all the available replicas. There are situations
in which less input replicas provide higher yield with the
same degradation in time and noise in the Variability Mon-
itor due to the DSR phenomenon.

3) We would increase the system yield if we could artificially
increase the amount of degradation in time up to the reso-
nance peak. This operation is feasible as long as the level
of degradation in time is below the DSR peak degradation
level. This will be contemplated in next section.

IV. DSR-AWARE AD-AVG DESIGN

In the previous section, we demonstrated that after a certain
degradation level the DSR phenomenon occurs, which results
in a yield improvement. Based on this, we conclude that degra-
dation can also have beneficial effects and one can embrace it
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and try to take advantage of it whenever possible. However, the
DSR enhancement becomes effective only after a certain system
degradation is accumulated because one cannot take advantage
of it in fresh devices. In order to extend the DSR benefit over
the entire system lifetime, we propose in this section a DSR
tailored AD-AVG structure. The main idea behind our proposal
is to artificially create degradation symptoms in the AD-AVG
such that it exhibits, regardless of the real degradation level,
the DSR peak behavior/yield. To this end, we first analyze the
relation between AD-AVG degradation, input variability, and
the DSR occurrence, and demonstrate that by increasing the
input variability we can induce DSR peak conditions at any
degradation level. In other words by increasing the input vari-
ability a virtual degradation correspondent to the DSR peak can
be induced in the AD-AVG system. Based on this, we further
demonstrate that by run-time controlling the input variability
we can place the system yield above the DSR peak level for
a large range of degradation levels, i.e., most of the system
lifetime span. Finally, we briefly discuss the practical impli-
cations of this method on the AD-AVG cell organization and
sketch a potential implementation of DSR tailored AD-AVG
cells.

A. DSR Occurrence Control

The main idea behind extending the DSR effect occurrence is
to add virtual degradation to the system in order to create DSR
peak degradation conditions regardless of its actual degradation
level. Thus, to virtually make the system behave as it had the
amount of degradation associated to the DSR peak. Degradation
affects the hardware and causes a variability increase in the input
signals. Therefore, one way to achieve this virtual degradation
is to increase the input variability levels to make the system
behave like it would have been in a higher degradation status.
However, we have to take into account that only reversible ap-
proaches can avoid reducing the circuit lifespan. In fact, if we
increase the circuit degradation using an irreversible procedure,
we are maximizing the reliability at the present moment but we
are compromising the future. As degradation always keeps in-
creasing irreversibly the amount of virtual degradation, we need
to get to the resonance peak decreases over time. In this line
of reasoning, we propose the use of controllable noise injectors
that can easily modify the magnitude of noise added to the in-
puts. A detailed explanation of the proposed controllable noise
injectors is given in Section IV-B. In the augmented AD-AVG
structure, the practical control of DSR effect takes place inside
the Variability Monitor and Weight Drivers block, see Fig. 6.

Based on the estimated input variability levels σ̂2
i it is possible

to approximate the optimum noise level as shown next.
In order to test the efficiency of this idea, we analyze the

impact of adding the Gaussian noise to the AD-AVG inputs on
the overall system reliability. To perform this analysis, we take
as a reference the curve in Fig. 5 corresponding to 20-input AD-
AVG with a noise in the Variability Monitor of σs = 0.06 V and
compare it with the case when noise with different magnitudes
is added to the AD-AVG inputs. We basically repeat the same
Monte-Carlo simulations whose results are depicted in Fig. 5

Fig. 6. Adaptive averaging cell architecture with independent noise generators
added to the inputs.

Fig. 7. Yield against degradation of 20-input AD-AVGs with different levels
of noise added to the inputs. Thick blue line correspond to the AD-AVG cell
yield with noise in the Variability Monitor of magnitude σs = 0.06 V. Thin red
lines correspond to the impact of adding noise to the inputs of this cell with
different magnitudes: σx = 0.05, 0.10, and 0.20 V.

but now we are adding a noise signal εi to each input yi .

yi ′ = yi + εi . (11)

We assume that the εi signals are independent from each other
and follow a Gaussian distribution with null mean and standard
deviation σx (εi ∼ N(0, σx)). Fig. 7 depicts in thick blue line the
yield of the AD-AVG cell with noise of magnitude σs = 0.06 V
in the Variability Monitor and in thin red lines the impact of
adding noise to the inputs of magnitude σx = 0.05, 0.10, and
0.20 V. As one can easily observe in Fig. 7 the DSR peak is
shifted toward lower levels of degradation by applying different
input noise levels σx . For example, if we add an input noise
of σx = 0.2 V, we shift the DSR peak from 60 to 45 units
of degradation in time. This result proves that we can really
control the DSR phenomenon in the AD-AVG structure, and we
can get the DSR peak enhancement conditions at any level of
degradation below the DSR peak. Besides, one can also observe
in the figure that this method is not only providing an enhanced
yield earlier than the natural DSR peak but it also improves
the yield significantly over the DSR peak depending on the
particular amount of degradation. For example, in the previous
simulation given a degradation level of 45 units, we can increase
the yield from 0.91 to 0.97, which is higher than the resonance
peak yield, i.e., 0.94.
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Fig. 8. Yield against degradation of 20-input AD-AVGs with different levels
of noise added to the inputs. Thick blue line correspond to the AD-AVG cell
yield with noise in the Variability Monitor of magnitude σs = 0.06 V. Thin
colored lines correspond to the impact of adding noise to the inputs of this cell
with different magnitudes from σx = 0 V, σx = 0.9 V. The thick black line
corresponds to the curve followed by the yield when the proper input noise
magnitude at each degradation in time is applied in order to maximize the
reliability.

Given that we demonstrated that we can control the DSR peak
position by means of input variation levels, we can make a step
forward and define a strategy that allows us to get the maximum
yield during all the circuit lifetime, by enabling DSR peak re-
location as a consequence of degradation evolution. The basic
principle of the DSR control is to check at runtime the instan-
taneous amount of degradation in terms of the input variability
estimators and update the input noise magnitude accordingly.
The target is to keep the reliability characteristic at the highest
value regardless of the particular degradation level. In order to
observe which is the input noise magnitude that we have to in-
ject into the circuit in order to accomplish our goal, we present
in Fig. 8 simulation results for a 20-input AD-AVG with a noise
in the Variability Monitor of magnitude σs = 0.06 V sweeping
over different input noise levels from σx = 0 V to σx = 0.9 V.
Fig. 8 depicts in thick blue line the curve associated to the null
input noise case, thin colored lines are the curves associated to
the sweeping values of σx from 0 to 0.9 V. We also highlight
in the figure in thick black line the curve that the yield fol-
lows when we apply the proper input noise magnitude at each
degradation in time.

If we apply the proper noise magnitude, we can move along
the involute of the thin colored curves obtaining a yield even
higher than that provided by the resonance peak. Since finding
the exact relation between optimum input noise magnitude σx

and degradation level is impractical, if not impossible, we pro-
pose a numerical approach. In the same example simulated be-
fore, a 20-input AD-AVG with a noise in the Variability Monitor
of magnitude σs = 0.06 V, we find numerically this relationship
and the result is presented in Fig. 9. The curve indicates that a
nearly linear decreasing relation between both magnitudes ex-
ists. It is, therefore, possible to achieve a good approximation
of the noise magnitude σx based on a numeric approach. DSR
control unit only has to implement a linear decreasing function

Fig. 9. Magnitude of input noise σx against degradation in time that maxi-
mizes the reliability of a 20-input AD-AVG with noise in the Variability Monitor
of magnitude σs = 0.06 V based on the DSR effect.

with the estimated input variability levels. We can describe the
evolution of the injected noise magnitude σx for the DSR con-
trol as: 1) We start with an initial stage in which the circuit is
young and healthy and no DSR yield enhancement is needed.
During this period of time a null input noise magnitude is the
best option σx = 0 V. 2) After six units of degradation in time
the DSR control becomes useful with an input noise magni-
tude of σx = 0.8 V. From this moment and during the rest of
the circuit lifetime, we have to apply an input noise magnitude
that decreases approximately linearly against the degradation
level. 3) Finally, when the natural DSR peak degradation level
is reached, the optimum input noise magnitude arrives to zero
and afterward the circuit reliability drops.

B. Controllable Noise Injectors Implementation

In order to virtually increase the instantaneous amount of
degradation, we may think of different strategies. In this study,
we choose the option of adding independent noise injectors of
controllable magnitude εi to the inputs, see Fig. 6. Using this
technique, we can increase the input variability levels at any
time with a particular magnitude. We can also gradually reduce
the magnitude of added noise to zero as the circuit continues to
experience degradation.

To implement the noise injectors, we propose to make use of
diodes designed to work through avalanche breakdown. We can
artificially generate electrical noise for each input by controlling
the avalanche breakdown phenomenon occurring in R different
diodes in the AD-AVG structure, one for each input replica. This
phenomenon has been widely studied [20] and it offers us an
easy solution for the DSR control.

By adding a controllable noise injector to each input, we
modify the input variability levels as

σ2
i′ = σ2

i + σ2
x . (12)

We assume a normal distribution for the noise added εi to the
input signals with a null mean and standard deviation σx . With
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the proposed implementation the noise magnitudes generated
by the injectors are independent as required.

V. CONCLUSION

In this paper, we present the DSR effect in the context of
AD-AVG architectures. This counterintuitive effect implies an
enhancement in the system reliability against hardware degra-
dation for specific noise conditions. For example, the yield of a
20-input AD-AVG, with a noise level of 0.06 V in the Variability
Monitor, decreases from 1 to 0.89 as the system degradation is
increasing, then it grows up to 0.94 at the DSR peak, and finally
decreases to zero when the system reaches its end of life. We
analytically demonstrate this behavior in the particular case of
two-input AD-AVG with null variability in one of the inputs.
We perform several Monte-Carlo simulations to generalize the
DSR effect implications to multiple input AD-AVGs. Exploring
the main features of DSR, we observe that this effect becomes
more relevant in AD-AVGs with large number of inputs and that
the DSR peak conditions enhance the system reliability over the
one provided by equivalent higher redundancy systems, which
despite of including more replicas are outside the DSR peak
conditions.

Moreover, in order to take the full advantage of the DSR
effect, we propose to add controllable noise injectors to the
AD-AVG inputs to virtually increase the amount of hardware
degradation and create the DSR conditions regardless of the
degradation level. By this method, we shift the characteristic
yield to the DSR peak, regardless of the degradation level, and
significantly enhance the system yield. Simulation results indi-
cate that by applying the proper noise magnitude we can provide
an optimum and nearly flat reliability level at any time before the
DSR peak degradation level. Returning to the earlier example of
a 20-input AD-AVG with a noise level of 0.06 V in the Variabil-
ity Monitor, we obtain a guaranteed yield level of 0.94 during
the system lifespan with a maximum yield of 0.97. This clearly
demonstrates that by controlling the DSR phenomenon, we can
guarantee a minimum yield level for the entire life of the system.
The particular magnitude of input noise that has to be applied in
order to control the DSR effect is numerically calculated, and
we find that it approximately follows a linearly decreasing rela-
tion against the degradation level. Finally, we propose a physical
implementation of the controllable noise injectors based on the
avalanche breakdown phenomenon occurring in diodes.
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