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Abstract—Parallel systems were for a long time confined to
high-performance computing. However, with the increasing pop-
ularity of multicore processors, parallelization has also become
important for other computing domains, such as desktops and
embedded systems. Mission-critical embedded software, like that
used in avionics and automotive industry, also needs to guarantee
real time behavior. For that purpose, tools are needed to calculate
the worst-case execution time (WCET) of tasks running on a
processor, so that the real time system can make sure that real
time guarantees are met. However, due to the shared resources
present in a multicore system, this task is made much more
difficult as compared to finding WCET for a single core processor.
In this paper, we will discuss how recent research has tried to
solve this problem and what the open research problems are.

I. INTRODUCTION

For a long time, single core processors ruled the desktop
and embedded market. The popularity of the single core
processors could be attributed to the portability they provided.
A program written for one processor, could be ported to
the faster version of the same processor without changing a
single line of code. However, at one point, it was no more
possible to build faster single processors due to the huge
amount of power they would need. That is the point, where
multicore processors came into existence, as they are more
power efficient. Nowadays, multicore processors are common
in desktops, laptops and mobile phones. However, industries
which use mission critical embedded software, such as avionics
and the automotive industry have been reluctant to employ
multicore systems. The reason being that such software also
needs to meet timing deadlines for real time performance. For
guaranteeing real time performance, the real time scheduler
needs to know the worse-case execution time (WCET) of each
task. Finding a good estimate (less pessimistic) of WCET, of
a task is much simpler if it runs on a single core processor
than if it runs on a multicore processor concurrently with other
tasks. This is because those tasks can share resources, such as
shared cache or shared bus, and/or may need to concurrently
read and/or write shared data.

Recently, there has been an increasing interest to solve
the problem of finding WCET for tasks running on multicore
processors, from hardware solutions to software solutions for
Commodity Off The Shelf (COTS) processors. In this paper,
we discuss the research done in this context and also point
out the open issues. In Section II, we provide the necessary
background to help reader understand the problem of WCET.
This is followed by Section III which discusses the WCET

 
WCET 

calculation
 

 
Static methods

 

 
Measurement 

based methods
 

 
Model checking

 

 
Static analysis

 

 
Measurement

 

 
Simulation

 

Figure 1. Methods used for WCET calculation
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Figure 2. Measurement based vs static methods

calculation techniques employed for single core processors.
Next, we discuss the research that has been done for calcu-
lating WCET of multicore processors in Section IV. This is
followed by Section V on open issues. We finally conclude the
paper with Section VI.

II. BACKGROUND

Multicore processors can be useful in embedded systems,
such as automotive systems, as that would mean that software
could be made more centralized. This translates to less cable
usage in cars, and therefore less fuel consumption, as more ca-
ble length is directly proportional to fuel consumption in cars.
Moreover, with processors with more cores, more functionality
could be added, for example, we could have an improved
braking system, which uses more sensors [27].

Mission critical embedded systems perform hard real time
tasks, which need to complete within a certain time period.
To be able to guarantee that those tasks finish within that
time period, their WCET should be known. For single core
processors, techniques to find WCET are well known and there
are several tools available to perform that. Those techniques
and tools can be found in the literature [30].
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Figure 3. Steps for WCET calculation using static analysis

As seen from Figure 1, there are two main methods of find-
ing WCET, measurement based methods and static methods. In
measurement based methods, the execution time is measured
either through direct measurement or simulation of the code by
giving different inputs. The obvious drawback of this method
is that the WCET can be underestimated in this way, as not
all possible paths could be tested with the limited number of
inputs. This fact is shown in figure 2, where the curve for the
measurement-based experiments is shown with a solid line,
while the curve with all possible inputs possible is shown with
a dotted line. To overcome this, one could put a safety margin
over the measured WCET. However, the safety margin is still
just a guess and the picked WCET could end up less than the
real WCET. One way to have better estimations is to measure
the worst-case execution time of each basic block and then try
to find the path with the worst-case time by adding the time
taken by these blocks. However, this would only work for
very simple processors. In the presence of advanced features,
such as pipeline, branch predication, out-of-order execution
and caches, this would not work. In the presence of these
advanced features, the worst-case execution time of a block is
dependent on the path followed by the program. For example,
the cache misses in a basic block will be dependant upon from
which path the program reached that basic block.

Due to the fact that measurement based methods under-
estimate WCET, we limit ourselves to only static methods.
There are two major kinds of static methods used for calcu-
lating WCET, namely static analysis and model checking. The
combination of these two is also employed in some cases. The
details of these methods is discussed in detail in the next two
sections.

The major steps taken in calculating WCET are shown in
Figure 3 [1]. The input executable is read to construct a control
flow graph (CFG). Afterwards, control-flow analysis (CFA) is
performed which performs steps such as removing infeasible
paths, trying to find loop bounds and determine frequencies
of execution of paths, etc. At that point, the user could also
provide information such as loop bounds which could not be
found by CFA, or known values at certain locations in the
program, so that CFA can more precisely find infeasible paths.
The annotated CFG with the micro-architectural analysis is
then used to find the WCET of each basic block. Finally path
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Figure 4. Path analysis methods used for WCET calculation

analysis is performed to find the WCET. Since the goal is to
calculate a WCET which is at least equal to the real WCET,
the calculated WCET is almost always greater than the real
WCET, as shown in Figure 2. Therefore, the quality of a tool
measuring WCET is assessed by how close WCET it calculates
with respect to the real WCET, in other words how much
tighter the WCET it calculates.

III. WCET FOR SINGLE CORE PROCESSORS

While the main focus of this paper is on finding WCET
for multicore processors, it is first important to discuss the
techniques applied to single core processors. This is because,
even for single core processors, finding WCET is not straight
forward, as typical single core processors are designed to have
good average-case execution time, through features such as
pipelining, cache memories, out-of-order execution, specula-
tion and branch prediction. All these features, make accurate
timing analysis a difficult problem [4].

These performance-enhancing features, also introduce tim-
ing anomalies. For example, one may assume that it would
be safe to use a cache miss time for WCET calculation.
However [21] showed that for out-of-order execution, it is
possible that in some cases a cache hit would increase the
time as compared to a cache miss.

There exist two main techniques for finding WCET for
single core processors, namely static analysis and model
checking. Static analysis is more computationally efficient in
finding the WCET as compared to model checking, as model
checking can have state-space explosion problems. However,
model checking can find tighter WCET estimates. This is be-
cause, model checking can more accurately model a processor,
while static analysis can just approximate the processor model,
as it needs to find the WCET without actually running the
program. These two techniques can be combined though to
achieve the best results. In Section III-A, we will discuss
related work using static analysis, while in Section III-B, we
will discuss techniques which employ model checking for
finding WCET.

A. Static analysis

Static analysis techniques try to find the WCET without ac-
tually running the program. Since they do not run the program,
they need to approximate the processor model. Therefore,
static analysis techniques are divided into two steps. First step
is performing CFA on the CFG, and performing value analysis
to find loop bounds, values to eliminate infeasible paths and
addresses to help in finding cache hits and misses, followed
by processor modeling to obtain the WCET of each basic



block in the program. There are three techniques to do this,
abstract interpretation (AI), integer linear programming (ILP)
and constraint logic programming (CLP). The second step is
to find the WCET using WCET of the basic blocks. Different
techniques employed for this purpose (Path analysis) are shown
in Figure 4.

1) Tree based: The tree based method for path analysis tra-
verses the CFG in bottom-up fashion, combining the WCETs
of the basic blocks along the way (see [30] for more detail).
This method is quite efficient but suffers from some limitations.
For example, it is not possible to represent goto statements.
Also, it is difficult to eliminate infeasible paths. An example
of a paper using this technique is [9], which employs this
technique for a processor with pipeline, branch prediction and
an instruction cache.

2) Explicit path enumeration technique: This technique
tries to find the longest path in terms of execution time by
looking for all the possible paths in the program. It first tries
to eliminate all infeasible paths in the program. This method
suffers from low performance, as the number of paths that need
to be examined increases exponentially with the program size.

3) ILP: Due to the problem associated with explicit-path-
enumeration technique, authors in [19] propose integer lin-
ear programming (ILP) to solve the WCET problem implic-
itly. That is why this techniques is known as implicit-path-
enumeration technique (IPET). Equation 1 is the basic equation
of calculating WCET with this technique. Here c is the cost of
basic block i and x is the number of times that basic block is
executed. The WCET is given by finding the maximum value
of Equation 1.

n∑
i=1

cixi. (1)

The authors of [19] extended their work to also account for
architectures with instruction caches in [20]. Both modeling
of the instruction cache (processor modeling) and calculating
of WCET (path analysis) is done using ILP. A basic block
is further divided into line blocks, where each line block
represents contiguous instructions which use the same cache
line. Also, information is kept for a line block whether it
incurs a cache miss or is a cache hit. This method might
work for simple models, but for more complex processor
architectures, which include pipelining, speculative execution,
branch prediction and out-of-order execution for example, it
becomes prohibitively difficult to use ILP due to its restrictive
nature. For those purposes, Abstract Interpretation (AI), which
is discussed next, is much more feasible.

4) AI+ILP: Abstract Interpretation (AI) is a dataflow tech-
nique to approximate model of a processor. AI can be used for
example to get a set of possible values for a variable. However,
since AI is an approximate method, it might also include values
in a set, which would not occur in the program. Therefore,
techniques using AI overestimate WCET at the cost of finding
WCET in less time as compared to model checking.

That is why authors in [29] separate processor modeling
and path analysis steps. For processor modeling, they use AI.
Through AI, they model pipeline and caches. Through AI, they

can classify an instruction as always hit, always miss, persistent
(miss for first time and then always hit) or unclassified. In
the case of unclassified, both scenarios are considered, that is
cache hit and cache miss, as previously discussed that due to
timing anomalies, it is not enough to consider cache miss as
the worst case scenario.

While [29] checks for always miss, always hit and un-
classified instructions in a global scope, [15] also consider
local scopes like loops and functions. They argue that the same
cache line block used in different scopes might not interfere
with each other and therefore would be mutually exclusive,
so in this way we could have blocks which are classified
as persistent only in that local scope. This method reduced
estimates of the WCET by upto 74%.

5) CLP: Another alternative of processor modeling and
path analysis using ILP is to use constraint logic programming
(CLP). The drawback of ILP is that we are limited to only us-
ing linear constraint with ILP, and for representing disjunction,
we have to duplicate a block. For example, if a block can
be reached from two different paths, it has to be duplicated
into two blocks, each having a different WCET, but with CLP,
we can actually define through constraint equations the value
of WCET values for that block for different paths. Authors
in [22] showed that using CLP significantly reduced WCET
calculation time as compared to ILP, as there are much less
blocks required due to the ability of representing disjunctions
through constraint equations.

B. Model checking

The problem with static analysis is that it is an approximate
method, due to the approximate nature of the processor mod-
eling steps. With model checking on the other hand, we can
build a more concrete model of a processor, and therefore have
tighter WCET estimates. For example, when cache accesses
cannot be classified with AI, we have to check execution
time with both cache miss and cache hit. On the other hand,
with model checking, some of those instructions which were
unclassified in AI, could be classified, thus tightening up the
WCET estimates. [14] is an example which supports model
checking for finding WCET for Java processors. The authors
use UPPAAL [3] model checker for that purpose. The authors
noticed that model checking was enough for typical tasks in
embedded systems. However, for larger applications, it was too
slow. The authors recommended that model checking could
be combined with static analysis in such a way, that the
more important code fragments could be analyzed with model
checking while the remainder of the application with static
analysis.

[23] also uses a model checker. Instead of using each
instruction in the model checker, the authors use basic blocks,
thus reducing the number of states for model checking.

[17] combine model checking with static analysis to find
WCET. The model checking is useful in deriving loop bounds,
which change dynamically. For example, for loop bounds that
depend upon two variables, the user just has to feed a range
of values of these variables and the model checker can extract
the loop bounds from them.
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2.2 Timing Anomalies in Multi-Core
Computing

The inter-thread cache conflicts in multi-core pro-
cessors with shared cache memories can lead to timing
anomalies. Timing anomalies were first discovered in
out-of-order superscalar processors by Lundqvist and
Stenstrom [24], where the worst-case execution time
does not necessarily relate to the worst-case behav-
ior. For instance, Lundqvist and Stenstrom [24] found
that a cache miss in a dynamically-scheduled proces-
sor may result in a shorter execution time than a cache
hit, which is counterintuitive. Similarly we find that
in a multi-core processor with a shared L2 cache, the
worst-case behavior of a single thread does not nec-
essarily lead to the worst-case execution time of that
thread, because of the inter-thread cache conflicts.

For example, Figure 2 shows the control flow graph
of a code segment, which contains two paths: P1 (A-
B-D) and P2 (A-C-D). Suppose P1 is the worst-case
path of this code segment without considering the im-
pact of other threads. After we take into account the
inter-thread cache conflicts; however, P1 may not be
the worst-case path. For instance, if another thread
running on another core evicts several instructions of
the block C, while none or fewer instructions of block
B are replaced by other threads in the shared L2 cache,
then path P2 (A-C-D) may become the worst-case path
and thus lead to the worst-case execution time for this

core and/or across multiple cores falls out of scope of this paper.

D
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Figure 2. An example of a timing anomaly in
a multi-core processor.

thread. The reason is that the penalty of the inter-
thread L2 cache misses occurring during the execu-
tion of the block B can be larger than the difference
between path lengths of P1 and P2, which is also the
necessary and sufficient condition for the aforemen-
tioned time anomaly to happen.

Because of the timing anomalies in multi-core pro-
cessors, the WCET analysis of each thread running on
each core cannot be performed independently, which
can significantly increase the complexity of the timing
analysis. In particular, although current timing anal-
ysis techniques [1] can reasonably bound the perfor-
mance of a single-core processor, they cannot be eas-
ily extended to compute the worst-case performance
of each thread running on a multi-core processor.
For instance, in Figure 2, while we can use existing
single-core WCET analysis techniques [1] to obtain
the worst-case path, i.e., P1 (A-B-D), we must update
this calculation by integrating the inter-thread cache
conflicts information. Therefore, the critical prob-
lem of WCET analysis for multi-core processors with
shared instruction caches is to safely and accurately
identify the worst-case inter-core cache conflicts.

3. Our Approach

We propose a WCET analysis approach for multi-
core processors with shared L2 caches with three ma-
jor steps, including cache analysis, pipeline analysis
and path analysis, which are built upon the extension
of a single-core timing analysis tool called Chronos
[2]. In this section, we first introduce the static cache
analysis to bound the worst-case L2 instruction misses

828282

Figure 5. Example of timing anomaly in a multicore processor [32]

IV. WCET FOR MULTICORE PROCESSORS

We discussed previously that single core processors can
have timing anomalies in the presence of complex performance
enhancing features. Multicore processors have another source
of timing anomalies due to shared resources, such as shared
cache memory. An example is shown in Figure 5. Let us
assume the path ABD is the worst-case path if seen separately.
In the presence of shared L2 cache however, ACD might
become worst-case path if a thread running on another core
evicts more instructions from C than B in the L2 cache.
Therefore, whenever analyzing WCET for a multicore, we
always need to consider all the tasks running on different cores
together, which can significantly increase the complexity of
timing analysis.

In Section IV-A, we discuss the WCET calculation methods
used for mutlicore systems, which are static analysis and model
checking, whereas, in Section IV-B, we discuss techniques that
assist in WCET estimation.

A. WCET calculation methods

Like in case of single core processors, WCET calculation
techniques can also be divided into static analysis and model
checking. These two techniques for multicore systems and their
comparison is discussed next.

1) Static analysis: The first work done in this regard was by
[32], which extends [29] to a multicore processor with private
L1 caches but shared L2 cache. Through AI, this method tries
to find out which instructions are always cache hits or always
cache hits after the first time. It considers all other instructions
as cache misses. This method first checks for L1 cache misses
separately. An L1 cache miss implies either an L2 cache hit or
an L2 cache miss. The basic idea is to check if the same cache
block will be used by another thread running on another core.
If that is the case, the basic block is marked as to have an L2
cache miss if the other thread is using that block with a loop,
otherwise it is marked as always-except-one-hits. If the cache
block is not used by the other core, then it is marked as always-
hit. The WCET is found by solving the linear constraints
formed by AI. The authors of this paper extend this method to
also include data caches in [33]. The drawback of this method
though is that it considers the effect of caches in isolation,
that is not including performance enhancing features such as
branch prediction and speculative execution which can cause
timing anomalies. In case of timing anomalies, it is not enough
to assume cache miss as the worst case.

To solve this problem [7] include pipelining, branch pre-
diction and speculative execution in their analysis. Although
they only consider instruction L2 caches. With timing anomaly

in consideration, the timing analysis becomes more complex,
as we cannot just assume a cache miss, if we are not sure
about a cache access being a cache miss or a cache hit. This
is the reason, the authors classify cache accesses as always-hit,
always-miss and unclassified. For unclassified, both a cache hit
and a cache miss are tried to find out the WCET.

[13] uses a technique similar to [7] but improves WCET
calculation by employing bypassing of caches. Bypass of a
load instruction for example, for a cache level means that
if there is a miss, the memory block would not be brought
into the cache, while if there is a cache hit, age of no cache
block would be altered. In this way, instructions which are
rarely used in a program could be bypassed, thus reducing
inter-core conflicts and therefore improving timing analysis.
The instructions to be bypassed are chosen by the compiler
at compile time. [13] only considers bypassing for instruction
caches, while [18] does it for both instruction and data caches.
It has to be noted though that not every processor has a bypass
instruction and therefore this method is not portable.

2) Model checking: Besides, static analysis, model check-
ing is also a viable approach for calculating WCET for a
multicore processor. We can either use model checking alone
or combine it with static analysis. When model checking is
used alone, both the processor modeling and path analysis
is done using the model checker. The user can query the
model checker with a guess WCET, to see if the maximum
time calculated by the model checker is less than or equal
to the guessed WCET. The guess is refined until the WCET
is matched with the maximum time calculated by the model
checker.

[31] uses model checking to estimate WCET. The model
checking language used is PROMELA, which is the language
of SPIN [2] model checker. The approach works for shared L2
caches. The authors show that using model checking improves
the tightness of WCET as compared to static analysis only
approaches. This is because model checking can check every
possible interleaving of threads running on different cores, and
therefore some cache accesses which cannot be classified as
cache miss or cache hit, can be properly classified with a model
checker. One problem with using a model checker is the state-
space explosion problem. The authors of [31] tried to reduce
this by first finding L1 and L2 cache hits and misses for a
task by assuming it is running on a single core processor.
This information is then imported for model checking the real
scenario, that is tasks running on a multicore processor. In this
way, only the L2 hits need to be taken care of, as L2 misses
would still be misses on a multicore.

[8] combines static analysis with model checking to
calculate WCET. AI is used to model the shared cache, but
model checking is used to model the shared bus, which is the
bus that is used to read from and write to the main memory.
The main reason of using model checking for the shared bus
is because it is much simpler to model it with a model checker
as compared to modeling it with AI. Furthermore, since it is
more accurate, it also gives tighter WCET estimates.

[12] uses UPPAAL [3] to model a multicore system with
private L1 caches and a shared L2 cache. This method also
works for tasks communicating with each other through shared
memory using spin locks. Since, each instruction is modeled,
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the state space is large, and therefore this method only works
for small programs. Even for those programs, a WCET can
only be calculated with two cores. For more cores, state space
explosion is observed.

[6] uses model checking and static analysis. This method
supports shared memory communication among the tasks. A
program is divided into communication and execution slices.
At the start of an execution slice, data is loaded into the private
caches of the cores and at the end of the communication slice,
data is put back in the main memory. State-space explosion
occurs when there is too much communication involved. Also,
this method slows down execution, as data has to be read
from and written to the main memory at each execution and
communication slice.

3) Model checking vs static analysis: Figure 6 compares
static analysis with model checking for finding WCET for
multicore processors. We can see that static analysis is faster
but finds more pessimistic WCET as compared to model
checking based approaches. Moreover, it is also more difficult
to implement. The problem with model checking is that it
suffers from scalability problem, as with more cores, there
are more states possible, thus causing state-space explosion
for larger programs. The good thing though is that model
checking can be aided by static analysis to reduce those states,
as done by some papers discussed in Section IV-A2. However,
none of those papers used a processor with more than 2 cores,
suggesting that even by combining static analysis with model
checking, it is still difficult to find a scalable method.

B. Assisting WCET estimation

Hardware approaches can ease in estimating tighter WCET.
For example, [10] proposes hardware mechanism to al-
low execution of synchronization operations such as mu-
tex locks in bounded time. The logic for the hardware
synchronization primitives (such as test-and-set, fetch-and-
increment/decrement) is nested in the memory controller.

Cache locking and cache partitioning [28] can make the
task of WCET calculation much easier. Cache partitioning
means that the tasks running on different cores use a separate
portion of the shared cache, while cache locking allows a user
to load certain data in the cache and lock it, that is, prevent
it from being replaced. The benefit of cache partitioning is
that one could perform WCET calculation for tasks running
on separate cores separately. While cache partioning can ease
the calculation of WCET, it can also reduce performance, as
due to less cache space available to a task, more cache misses
could occur.

[16] proposes synchronized cache management to ease
finding a tighter WCET. This is done by using page coloring.
Physical pages of different colors do not cause cache conflict.
Moreover, there are limited number of pages of the same
color. Accesses within the same colored memory by different
cores cause conflict only when the number of cache ways are
exhausted. The authors view each color as a shared resource,
where a lock is required to access that shared resource. For
locking, the authors implemented a synchronization protocol.

[26] propose an interference-aware arbiter, through which
the maximum time to access a shared resource by a hard real-
time task (HRT), such as shared memory has an upper bound.
The system assumes that both HRT and non-real time (NRT)
tasks are running concurrently on the system and makes sure
that the access to a shared resource by an HRT is bounded in
time to ease WCET calculation.

V. OPEN ISSUES

For single core processors, there are several tools available
for estimating WCET of tasks as discussed in [30]. However,
there is no such tool available yet for multicore processors,
as we saw that timing analysis for multicore processors is
much more complex due to increased number of states possible
due to access of shared resources. Here, we discuss the still
open issues for solving the problem of estimating WCET for
multicore systems.

A. Scalability and precision

Although the scalability of static analysis is better as
compared to model checking, the static analysis methods are
still not very scalable, as the possible number of states with
a multicore processor is still much more than that of a single
core one. There are no papers yet that use more than two cores
for experiments. All of the static analysis approaches that we
discussed use ILP for path analysis. It would be interesting to
use CLP instead, because [22] showed that CLP is much faster
than ILP on single core.

A combination of model checking and static analysis
methods could represent the most appropriate solution. One
way to solve the scalability issue would be to only perform
model checking on the compute-intensive part of the code and
use static analysis for the rest.

B. Synchronization

Almost all the methods that we discussed for finding
WCET on multicore processors ignore the problem of data
sharing between the cores, and those that do consider it have
some limitations. [6] writes back data to the main memory after
every communication slice and reads it back from the main
memory at the start of each execution slice, thus incurring a
much larger overhead as compared to keeping the shared data
in cache. [10] describes a hardware approach to bound the
time of synchronization operations, but the obvious drawback
of this method is that it needs hardware modifications, thus
impacting portability.

One possible solution is to use determinsitic execution [25]
[24], where locks for shared memory access are acquired in
such a way that there is only one schedule possible. Although



this method ensures determinism of shared memory accesses
for only a given input, [5] showed that even when an exhaustive
set of inputs is considered, deterministic execution can have
a smaller schedule space than non-deterministic approaches.
However, to employ this method, the problem of global clock
reading that [25] and [24] employ would need to be solved
first, as global clock reading can cause cache evictions and
therefore increase cache coherence activity.

VI. CONCLUSION

In this paper, we discussed the challenges of finding WCET
for multicore processors and discussed some recent approaches
in that direction. However, none of the existing approaches
have been tried and tested for more than two cores, thus raising
the concern of scalability of such approaches. Also, most of
these approaches ignore the fact that data could be shared
between the cores. Those that do, suffer from performance
or portability problems. We also gave suggestions on how this
scalability and synchronization problem could be solved.
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