
A classification and definition of possible defects in
RRAMs.
An electrical RRAM model for defect injection and circuit
simulation.
An evaluation, analysis and fault modeling of open de-
fects in RRAM cell array and CNVs.
Two DfT schemes to detect resistive open defects in the
RRAM cell array
Two extended programmable versions of the two DfT
schemes which can be tuned during pre-silicon testing
to meet pre-determined targets and deal with the
unexpected uncertainties.

The rest of the paper is organized as follows. Section 2
discusses the RRAM architecture and its operations. Section 3
classifies and defines possible defects in RRAM. Section 4
describes the simulation methodology and presents the ex-
perimental results of the performed defect injection and
circuit simulation. Section 5 proposes two DfT schemes to
target the observed faults. Section 6 extends the DfT schemes
by making them programmable to improve the defect/fault
coverage and deal with possible different defect strengths; a
comparison of all proposed DFTs is also included. Section 7
concludes this paper.

2 RRAM ARCHITECTURE AND OPERATIONS

Today’s dominant memory types such as DRAM, flash, and
static RAM store data as charge. However, researchers strong-
ly believe these charge-based memory cells have gotten nearly
at their end as researchers are turning to storing bits as
resistance instead; hence providing nonvolatile memories.
There are mainly two competing categories of resistive RAM.
The first one is phase-change memory PCM, which is based on
heating up a material to change it from a polycrystalline to an
amorphous state; thereby creating a measurable but revers-
ible difference in the material’s resistance. The second cate-
gory is RRAM; it uses a voltage rather than heat to reversibly
change the resistance. Compared with phase change, RRAM
is still at a very early maturity level, but it seems to be more
promising [1]. Not all RRAMs are alike. Each type uses a
different underlying material with different properties,
including access times, endurance, retention, and power
consumption. Some types show very good data retention
properties (which are essential for any nonvolatile memory),
while other types exhibit very fast read/write times required
for a DRAM-like main memory.

This section reviews one particular RRAM architecture;
i.e., the memristor based RAM as it is the focus of this paper.
The review includes RRAM structure, functional model,

electrical model, and write and read operations. Similar to
Flash memories, memristor based memory cell can be used to
store a single bit information or more than a single bit of
information (i.e., multi-level memory element), which is a
promising application for the memristor device. The focus of
this work is the use of a memristor as a "bistable" element; the
results found can be easily extended to multi-level memristor
device.

2.1 RRAM Structure
Fig. 1(a) shows the generic structure of an RRAM [5]. The
memory consists of three main parts: (i) non-CMOS cell array,
(ii) CMOS-to-Nano Vias (CNVs), and (iii) CMOS peripheral
circuits. The top layer is the memory cell array formed by two
sets of parallel nanowires crossing in perpendicular with
bistable two-terminal devices (e.g., memristor) sandwiched
at each crosspoint; the middle layer is the CNVs made of metal
(e.g., copper, tungsten); the bottom layer consists of the
peripheral circuits (e.g., decoders, sense amplifiers) struc-
tured from CMOS.

Fig. 1(b) illustrates how a single memristor memory cell ( )
is connected to the external world; there are two connections
groups: (a) the row group, and (b) the column group. The row
group creates the connection to the lower-side terminal of the
memory cell; it includes the nanowire word line , the
short CNV , the CMOS access transistor , the bit line

and the word line . Conversely, the column
group realizes the connection to the upper-side terminal of the
memory cell; it includes the nanowire bit line , the tall
CNV ( ), the CMOS access transistor , the bit line
and the word line . The electrical equivalent circuit of
Fig. 1(b) is shown in Fig. 1(c).

2.2 RRAM Functional Model
Fig. 2 depicts the functional block diagram of the RRAM
model proposed in [11] and [12]. The memory comprises:
(a) non-CMOS cell array, (b) CMOS-to-Nano Vias (CNVs),
and (c) CMOS peripheral circuits. The peripheral circuits
consist of the functional units that are similar to those used
in existing semiconductor memories. Both row and column
decoders operate together to access the selected cells in the
memory cell array. The write/read circuits supply appropri-
ate voltage levels for write and read operations. The row
multiplexers connect the write/read circuits to the memory
cell array during write and read operations. The sense am-
plifiers sense read current, convert it into voltage and amplify
it prior to sending the read value to data register. The column
multiplexers connect the memory cell array to the sense
amplifiers during read operations; they also connect the write

Fig. 1. (a) RRAM structure (b) a single RRAM cell connection (c) electrical equivalent circuit.
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to (by activating the access transistor ) [11].
With this biasing condition, the write voltage is equal or larger
than the threshold voltage of (i.e., > ), which en-
ables the write operation. At the same time, the unselected
nanowire word line and nanowire bit line
are biased each with , preventing any voltage drop across
unselected cells.

Write 0 operation is performed by biasing the selected cell
with set to and grounded, while

and are both set to ; see Fig. 4(b).
For a read operation, the enablesignal is first set

to low to initiate the read operation. During the first half of the
read operation, the selected cell is biased with - , and in the
second half with + ; see the waveform of in
Fig. 4(b). At the same time, is connected to the sense
amplifier, and both and are left floating.
During the second half of the read operation, the Senseamp
enablesignal is activated to sense the read-current, convert it to
voltage, amplify it and send it to output data register. It is
worth noting that the first phase of the read operation is a
destructive process (i.e., changes the memristance of the
device); therefore, the second phase is needed to get the cell
to its original state (i.e., in case of read 1); see also Fig. 3.

To guarantee that a logic value is appropriately written in a
cell (i.e., changing the memristance value of the device to an
appropriate value), a write operation needs to take an ample
write time . For a given write voltage value (put on
the terminal of the device), the required time for an appropri-
ate write operation is [12]:

where is the effectiveflux for < < expressed as
follows.

In contrast to a write operation, a read operation re-
quires a shorter time duration than the write operation

; this short time is used to alleviate a serious change
in the memristor internal state that might lead to soft
errors [12].

It is worth noting that the used model here, which is based
on [12], does not accurately mimic the real behavior of a
memristor device, especially for extreme cases. For instance,
at negligible voltage the memrirsor should keep its
state unchangeable irrespective of the amount of writing time;
however, the model is not able to correctly incorporate this.

3 DEFECT CLASSIFICATION AND DEFINITION

Defects in memory circuits are the physical structures that
deviate from the intended layout design and caused by
imperfection in the fabrication process. They introduce unin-
tended disconnections or connections in the memory. Defects
such as broken or missing metal lines, extra metal lines, etc.
can be modeled at the electrical level using a resistor as
follows [20]:

Open: This is an unintended series resistance within a
connection in the range of < .
Bridge: This is an unintended parallel resistance

between two connections in the range of <
.

Short: This is an unintended resistive path between a
node and supplied voltage , or ground . The
short resistance can be in the range of < .

Table 1 gives the classification of the defects in the three
main parts of RRAM. For the targeted memory architecture,
only opens and bridges may occur in the memory cell array
and CNVs; shorts are not possible as these memory parts are
neither directly connected to the supply voltage nor to the
ground (see Fig. 1). In the peripheral circuits, opens, bridges as
well as shorts may occur. In this paper, only defects in the
memory cell array and CNVs are discussed because these two
parts are those that distinguish RRAM from the existing
semiconductor memories. Defects in the peripheral circuits
are similar to that in conventional RAMs [23]–[25]. In the rest
of this section, defects within the memory cell array and in
CNVs will be discussed.

Fig. 4. (a) Write 1 operation to a single RRAM cell (b) timing diagram for RRAM write and read operations.
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