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Abstract—This paper presents an analysis on the impact of commercial/research VLIW processors. As can be observed,
simultaneous instruction cache (I-cache) and issue-width recon- there is a wide variation across different cache parameters
figuration for a very long instruction word (VLIW) processor. (associativity, cache size, and line size). Compared tingaw

The issue-width of the processor can be adjusted at run-time to fixed h fiquring th he f ¢ i
be 2-issue, 4-issue, or 8-issue, and the I-cache can be reconfigli Ixed cache, reconmguring theé cache 1or a processor at me-i

in terms of associativity, cache size, and line size. We observe that Can reduce the execution time, energy consumption, and/or
compared to reconfiguring only the I-cache for a fixed issue-width the EDP across different benchmarks [3][5][7][8][9][101].
core, reconfiguring the issue-width and I-cache together can Compared to reconfiguring only the cache, reconfiguring the

further reduce the execution time, energy consumption, and/or «; i + » : . -
the energy-delay product (EDP). The results for the MiBench issue-width Cat<_:he Caglfur:Eerén[;lpDrove the executionetim
and the PowerStone benchmark suites show that compared to “2- energy_ consumption, ana/or . e : ) )
issue + the best I-cache”, “4-issue + the best I-cache” can reda In this paper, we study the impact of I-cache reconfiguration

execution time, energy consumption, and EDP by up to 37%, on the performance, dynamic energy consumption, and the
11%, and 36%, respectively, for different applications. Similarly, EDP when the issue-width of a VLIW processor is changed.
compared to “2-issue + the best I-cache”, “8-issue + the best ;
I-cache” can reduce execution time and EDP by up to 46% and we I.dEﬂ.ne thedE[[:P as tlhe prOd.UCt of ?ner%hconsﬁmgd per
30%, respectively, for different applications. app |Ca_1t|on and the tota execution cyc es. en the Issue-
width is changed, a different schedule is followed by the
. INTRODUCTION compiler and a different request for instructions and data
éss generated. Since this request determines the perfoemanc
énergy consumption, and the EDP, we analyze how this request
can be better fulfilled by tuning the available I-cache. The
cycle (IPC) for some applications from different benchmariyndamental ques_tlon to answer here is: given reconflgerabl
Qrocessors, does it makes sense to perform I-cache reconfigu

suites (MiBench [1], PowerStone [2]) for 2-issue, 4-issur tion? In particular. we trv to answer the followin -
and 8-issue VLIW processors with a single load/store unlt‘l.il ¢ 1N particutar, we try w WiNg quess:

As depicted in the figure, the IPC increases with the issue-* Given an I-cache configuration, is there a processor con-
width for applications with more ILP. Specializing a cache figuration (issue-width) that reduces the execution time
for a processor may improve the performance or energy and/or energy consumption? _ _
consumption for one benchmark, but may perform poorly ¢ Given a processor configuration (issue-width), is there
across others [3]. Studies have shown that more than half an I-cache configuration that reduces the execution time
of the chip die is reserved for the on-chip caches and that

the energy consumption in cache systems accounts for more TABLE |

than 50% of the total energy consumption [2][4][5][6][7]. TYPICAL INSTRUCTION CACHE PARAMETERS FOR SOME FAMOUYLIW

Increasing the issue-width for a VLIW processor increas
the performance for applications with inherent instructio
level parallelism (ILP). Figure 1 presents the instrucsiguer

Table | presents the instruction cache parameters for some PROCESSORS
Processor Issues| Assoc. Size Line size
(Kbytes) | (bytes)
3,4‘ O 2-issue @ 4-issue O 8»issuel TriMedia TM32A 5 38 32 64
o 2’2, TriMedia TM3270 5 8 64 128
% 154 TMS320C611 8 1 4 64
0el ST231 4 1 32 64
O7Bitcount Susan  Rijndael Rijndael SHA ~ADPCM DES Pocsag Hamming Moving ST240 4 4 32 64
smoothing encode decode decode filter Transmeta TM5400 5 8 64 -
Fujitsu FR450 2 2 32 32
Fig. 1. Instructions per cycle (IPC) for different applicats [1][2]. CoreVA 4 1 16 64




and/or energy consumption? remains almost the same. The reason is the decrease in the
« Given a set of processor configurations (issue-widthgjumber of cache misses for the Susan edges. The cache size
and assuming that one will reconfigure them for perfoias no effect on the cache misses for the ADPCM encode.
mance, is there an I-cache configuration that reduces termally, a larger cache consumes larger energy per access,
energy consumption for the same execution time? hence, for the ADPCM encode, the energy consumption in-
We present a design and analysis where both the issue-wigfgases with increasing the cache size, as the number a#sniss
and the I-cache can be reconfigured simultaneously. Noti@mnains the same. For the Susan edges, although the pssacce
that if different “issue-width + I-cache” configurationsvea energy increases with the larger cache size, but the number
the same execution times, but reduced energy consumpti@hgnisses reduces, hence, the dynamic energy consumption
or vice versa, it may be beneficial to reconfigure the coresissuieduces with increasing the cache size. It is to be noted that
width, the cache, or both. We analyze different “issue-idcompared to a cache hit, the energy consumption due to a
+ |-cache” configurations. We designed and implementgel acache miss is much higher. The result is that the EDP for the
VEX VLIW processor that can be configured to be 2-issue, fusan edges decreases with increasing the I-cache size whil
issue, or 8-issue at run-time. The unused issue-slots ack-cl that for the ADPCM encode increases.
gated to reduce dynamic power consumption of the processorinstead of reconfiguring only the I-cache, reconfiguringhbot
We considered an instruction cache that can be reconfigutbe “issue-width + I-cache” can further improve the perfor-
in terms of associativity, total cache size, and line size. Wnance, energy consumption, and the EDP. Figure 3 depicts
utilized the VEX simulator [12] to simulate different “issu execution cycles, speedup, dynamic energy consumptiah, an
width + L1 I-cache” configurations. For energy calculatis®, EDP for the Rijndael decode application for a direct-mapped
utilized the CACTI [13] and the Synopsis Design Compiler fol-cache with varying cache size and line size for 2-issue and
a 90nm technology. We utilized the MiBench [1], PowerStoré-issue VLIW processors. As depicted in the figure, changing
[2], and custom (16 small applications/kernels from défer the cache parameters changes the execution cycles fortmth t
domains) benchmark suites. We found that given a procesgeissue and 4-issue cores. Compared to the 2-issue, tiseid-is
configuration (issue-width), there is always an optimum Bore always performs better in terms of execution cyclesilior
cache configuration which performs better in terms of energy the cache configurations. The 4-issue core performsrbette
consumption, execution time, and/or the EDP compared u4p to 1.5x compared to the 2-issue core for a properly tuned
other cache configurations. Additionally, we found thatneo I-cache. As depicted in the figure, considering a fixed cache
pared to tuning only the I-cache for a fixed issue-width coréine size (16 or 32 bytes), the energy consumption varies for
tuning the “issue-width + I-cache” has more potential toussl the 2-issue and 4-issue cores with varying cache sizes (a to 3
the energy consumption, execution time, and/or the EDP fgbytes). The energy consumption also varies with line size f
different applications. The results show that compared2o “a fixed cache size. For the same cache parameters, the energy
issue + the best I-cache”, “4-issue + the best I-cache” caiso varies for the 2-issue and 4-issue cores. Similarly, th
reduce execution time, energy consumption, and EDP by BPP varies largely with varying the “issue-width + I-cache”
to 37%, 11%, and 36%, respectively, for different applimas. configurations. Hence, by properly tuning the “issue-witith
Comparing “2-issue + the best I-cache”, to “8-issue + thd bes
I-cache”, execution time and EDP can be reduced by up to
46% and 30%, respectively, for different applications. @ ADPCM encode @ Susan edges
The remainder of the paper is organized as follows. Mo+
tivations for the paper are presented in Section Il. Sectior
Il discusses some related work. Our reconfigurable issue
width VLIW processor and instruction cache, configuration
parameters, and experimental setup are presented in 5ectio
IV. Section V presents in detail the experimental resultd an
analysis. Finally, Section VI concludes the paper.
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Instruction cache reconfiguration plays an important role i
the performance, energy consumption, and EDP for different
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applications. Figure 2 depicts the execution cycles, dyoam é;;‘z —

energy consumption, and EDP when the size of a direct-q ,,|

mapped I|-cache with 16 bytes line size is changed from 4" 1073:.: -

Kbytes to 32 Kbytes for the ADPCM encode and the Susan s 6 —16- "
edges applications from the MiBench benchmark suite. The Cache size (Kbytes)

issue-width of the core is kept fixed at 2. As depicted in ﬂﬁ . 2. Impact of cache size reconfiguration on executionesyatlynamic

figure, the execution cycles for the Susan edges decrease wi?;rgy consumption, and EDP for a direct-mapped instructiehe with 16
increasing the I-cache size, while that for the ADPCM encodpgtes line size for a 2-issue processor.



is presented in [18], providing reconfigurability acrosshma
size and associativity. A hybrid selective-sets-and-wegche
organization is proposed in [19] that always offers equal or
better resizing granularity than both of the selectives-satd
selective-ways organizations. The impact of line size @rgn

16 consumption and performance for instruction and data sache
is presented in [9]. Designs of configurable caches where all
the three parameters (associativity, cache size, and ieg s
can be configured are presented in [7][20]. It must be noted
that all these papers present results for cache configosatio
with fixed issue-width processors.

Superscalar and VLIW are two main architectures that can
exploit ILP. A superscalar processor determines the active
issue-width at run-time by resolving dependencies amoag th
in-flight instructions. A VLIW processor considers a fixed
issue-width at compile time and then splits the incomingglon
instruction among the available functional units (FUs)wat-r
time, greatly simplifying the hardware and reducing thergyne
consumption [21]. The commonly used commercial VLIW
4 8 16 % o s [ % processors such as the TriMedia series from NXP, ST231 from

“Cache size (Kbytes) and line size (bytes) STMicroelectronics, TMS320C611 from Texas Instruments,
Crusoe from Transmeta, and the FRxxx series from Fujitsu
Fig. 3. Dynamic energy consumption, execution cycles, speealid EDP  g]| utilize a fixed issue-width. Reconfiguring the issue-ivid
for the Rijndael decode. at run-time improves the performance of applications with
higher ILP. Core fusion [22], TRIPS [23] and Voltron [24]
I-cache” A . ﬁombine small cores and the on-chip memory to make larger
parameters in Fig. 3, the execution cycles and fig, | idth cores at run-time to exploit the instructioatad
EDP can be reduced by up to 33% and 40%, respectively,'?r? ue-wi . P . )
the case of the best/optimal configurations or thread—leve_l parallelism. Smart memories [25] is a recon
' figurable architecture capable of merging in-order RISGsor
to form a VLIW machine. All these papers present results for
performance/speedup for the available configurations ef th

The impact of cache parameters such as total size, liggstem but do not discuss the energy consumption.
size, associativity, replacement policies, etc., on parémce Our reconfigurable issue-width processor design [26] is
and energy consumption for different levels of caches (ldased on the-VEX VLIW processor [27], having small 2-
and L2) has been widely reported. A reconfigurable caclssue in-order cores that can morph at run-time to make a
memory with heterogeneous banks to reduce the cache simger issue-width core to exploit ILP. The processor issue
and hence the power consumption at run-time is presenigidith can be configured to be 2-issue, 4-issue, or 8-issue
in [14]. Reconfigurable aspects of the cache system for the run-time. We consider a wide range of run-time I-cache
TMS320C6211 processor are discussed in [15]. The 4-wagnfigurations (associativity, cache size, and line siaepfir
unified L2 cache can be used as either mapped RAM or agaptable issue-width processor. This paper analyzeseihe p
1, 2, 3, or 4 ways cache. Each way or bank is 16 Kbytes. fArmance and energy benefits of simultaneous reconfigaratio
reconfigurable data cache design with a hardware-adapi#e lof issue-width and I-cache for our VLIW processor.
size for miss rate and memory traffic reduction is presented
in [8]. The paper does not discuss energy consumption. IV. THE RECONFIGURABLE PROCESSOR AND

Selective cache ways [5] provides the ability to disable a INSTRUCTION CACHE
subset of the ways in a set-associative cache to reduce thin this section, we present the design and configuration
energy consumption for little performance overhead. A mecparameters for our reconfigurable VLIW processor and in-
anism for tuning cache ways and voltage scaling for embeddstduction cache. In this paper, we present results only for
system platforms to reduce energy consumption is presémtedhstruction cache, hence, in the remainder of the paper, the
[16]. Way predictive set-associative caches [10][17] jmes word cache or I-cache is referring to an instruction cache.
the ability to reduce energy consumption at the expense of )
longer average access time. The design presented in [f1]The VEX System: ISA and Toolchain
dynamically divides the cache arrays into multiple patis The VEX (VLIW Example) instruction set architecture
that can be used for different processor activities to meee (ISA) is a 32-bit clustered VLIW ISA that is scalable and
the performance. A novel set and way management cache arstomizable to individual application domains developgd
chitecture for efficient run-time reconfiguration (Smartlea) Hewlett-Packard (HP) and STMicroelectronics [28]. The ISA
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is scalable because different parameters, such as the numbe
and type of functional units (FUs), number of registers, and

different latencies can be changed. The ISA is customizable N

because custom instructions can be added. The VEX ISA is | sssuecore |

loosely modeled on the ISA of the HP/ST Lx (ST200) family : N e
of VLIW embedded cores [29]. Based on trace scheduling, S Srissue core "™ cache

’ 2-issue core ‘

the VEX C compiler is a parameterized 1ISO/C89 compiler. A
flexible programmable machine model determines the target | P |
architecture, which is provided as input to the compiler. A
VEX software toolchain including the VEX C compiler and
the VEX simulator is made freely available by the Hewlettrig. 5. General layout of the run-time adjustable issuessiitiW processor.
Packard Laboratories [12].

B. Thep-VEX Reconfigurable VLIW Processor paper. The adjusted processor consists of 8 ALUs, maximum
The p-VEX is a configurable (design-time) open-sourcef 4 multipliers (MULS), one branch unit (CTRL), and one
VLIW softcore processor [27]. The ISA is based on th&ad/store (MEM) unit. The 2-issue, 4-issue, and 8-issueso
VEX ISA [28]. Different parameters of the-VEX processor, can use 2 ALUs and 2 MULs, 4 ALUs and 4 MULs, and 8
such as the number and type of FUs, number of mulhLUs and 4 MULs, respectively. From profiling results of
ported registers (size of register file), number and type tife considered benchmarks, we determined that increasing t
accessible FUs per syllable, width of memory buses, andmber of MULs from 4 in case of the 8-issue core has no
different latencies can be changed at design time. Figureeffect on performance; hence we kept the maximum number of
depicts the organization of a 2-isspeVEX processor. The MULs to 4. The processor has a:682-bit multiported register
processor is a 5-stage pipelined processor consistirigtdi file with 8-write-16-read (8W16R) ports. The register pores a
decodeexecute0, executel/memoapdwritebackstages. The distributed among the 8 issue-slots in order to provide sxce
available functional units ararithmetic logic unit (ALU), to the unified registers as required by the ISA. The issue-
multiplier unit (MUL), branch or control unit(CTRL), and slots reconfiguration is accomplished through a configomati
load/store or memory uniftMEM). The processor has aregister. Two bits in the configuration register control igsie-
64x32-bit multiported general-purpose register file (GR) andidth of the processor. When thissue ctrl bits are “00”,
an 8x 1-bit multiported branch register file (BR). the system behaves as a 2-issue processor, when “01”, the
. . system behaves as a 4-issue processor, and when “1x”, the
C. The Run-time Adjustable Issue-slots Processor system behaves as an 8-issue processor. The issue-width is
In [26], we designed and implemented a run-time reconfighanged in a single cycle. Additionally, tigsue ctrl bits are
urable processor utilizing 2-issyeVEX cores. This processor ysed to clock gate the unused functional units and partseof th
has four 2-issug@-VEX cores as depicted in Fig. 4. Multiple processor system to reduce the dynamic power consumption.
2-issue cores can be combined at run-time to make a largefe 2-issue, 4-issue, and 8-issue core can issue a VLIW
issue-width core. With the four 2-issue cores, we can havergtruction consisting of 2, 4, and 8 RISC-style operatjons

VLIW processor at run-time of the following type: respectively, every cycle.
o 2-issue Currently, our processor supports only single-tasking-com
e 4-issue or putation. Multitasking or multi-threading support is netd-
o 8-issue able. When an application starts executing, it is allowed to

Figure 5 depicts the general view of the run-time adjustabii@ish completely and then a new application is started. denc
issue-slots VLIW processor. There are different functionde do not need any complex mechanisms for task preemption,
units and their type and composition can be changed. \W&d the design becomes very simple. The processor issue-

adjusted the design presented in [26] for the analysis i th¥idth can be reconfigured in a single cycle whesue ctrl bits
are written to the configuration register. The reconfigorats

needed per application basis. The request to change the issu
width remains pending until the currently running applicat
finishes execution. The request to change the issue-width fo
the new application can be placed in the currently runnirggco
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wasseton o] roir | oscome | 1B T | e or it can be placed in the start of the new application. This
o — e request is placed in a custom operation that wrisssie ctrl
E bits to the configuration register. When the configuration
* — register is written, the processor reconfigures the issdéiw

Our processor can be configured to be 2-issue, 4-issue, or
8-issue with different number of load/store (LS) units, fort
Fig. 4. A 2-issuep-VEX VLIW processor. this paper, we kept the number of LS units to be 1 for every




type of our processor issue-width. The reason is that we dan be selected based on energy consumption, performance,
not want to include the discussion about the data cache ardEDP metrics. In our case, the best/optimal cache for a
only focus on the instruction cache. When the number of Lrticular issue-width and application is a cache withropti
units is increased, the number of data words loaded/staed performance and reasonable energy consumption. Infasmati
cycle can be increased which can improve the performanceatifout the best configuration (issue-width + I-cache) can be
certain applications. We consider a single LS unit so that tlstored in a program executable, which are written to theeissu
energy due the data cache remains the same for every typevimith and cache configuration registers, and the issuelwidt
processor issue-width. and the cache can be reconfigured before the applicatids star
execution. We do not need any run-time methods and policies
for reconfiguration of the processor and the cache, as we
Our reconfigurable I-cache architecture includes three paconfigure the system per application basis, and we can do

rameters: cache associativity, cache size, and line size. Atatic profiling in order to determine the best configuration
cording to Table I, there is a wide variation across the cache

parameters, therefore, we utilized the following paramseter F. Experimental Setup and Benchmark Applications

D. The Reconfigurable Instruction Cache

our reconfigurable cache: We utilized the VEX toolchain [12] which includes a
« Cache associativity: 1/2/4/8 ways parameterized C compiler and a simulator. The compiler
« Cache size: 4/8/16/32 Kbytes reads a machine configuration file and then compiles and
o Cache line size: 16/32/64 bytes schedules the code according to the machine specifications.

In our system, the total cache (in all parameters) is availag-or our analysis, there are 48 I-cache configurations and 3
to all types of the configured issue-width cores. In thigsue-width configurations; hence the total search space fo
analysis, we only discuss the dynamic energy. We calcul&8ch application is 144 “issue-width + I-cache” configura-
the energy according to [20] which takes into account tHNs. The simulator generates an extensive log file coimigin
energy consumption from the complete instruction memoffferent information, such as total memory accesses|] tota
hierarchy including the external memory. The architecfre Misses, execution cycles, stall cycles, function profiles e
our reconfigurable cache is also based on [20]. Following drér energy calculation, we utilized CACTI [13] and Synopsis
the 3 cache parameters and their methods of reconfiguratié}€sign Compiler and targeted 90nm technology. We utilized

1) Cache Associativity; Way Concatenatidfor reconfigu- the MiBench [1], PowerStone [2], and custom benchmark
ration of cache associativity, the way concatenation tieghen suites for the analysis. The custom benchmark suite inslude
is used [20]. The base cache includes eight banks that ¢Bf following 16 small applications/kernels from diffeten
operate as eight ways. By writing to the configuration regjst domains: discrete cosine transform (DCT), discrete Fourie
the ways can be effectively concatenated, resulting ireeigh transform (DFT), finite impulse response filters (FIR), Floy
four-way, two-way, or direct-mapped 32 Kbytes cache. dwarshall graph, Hamming distance, Huffman compression

2) Cache Size; Way ShutdowFor reconfiguration of cache and decompression, inverse discrete cosine transformT)DC
size, the way shutdown technique is used. With way shutdowRatrix multiply, moving filter, run length encoding (RLE),
the 32 Kbytes 8-way cache can be reconfigured as a 16 Kby@iféerent sorting applications such as bubblesort, quidks
cache that can be either 4_Way' 2_Way or direct mapped’ aﬁ@ixsort, and shellsort. Due to the Space ||m|t, we cannot
Kbytes cache that can be either 2-way or direct mapped, oP#sent results for all of the benchmark applications.

4 Kbytes direct mapped cache.

3) Cache Line Size; Line Concatenatioffor reconfigu-
ration of line size a base physical line size of 16 bytes is 10 calculate dynamic energy consumption in I-cache, we
implemented, with larger line sizes implemented logicalty Utilized CACTI [13] and targeted 90nm technology. We
multiple physical lines [20]. By writing to the configuratio obtained energy per access for all of the cache configusation
register, line size can be reconfigured as 16, 32, or 64 byt&éth CACTI. We then calculated the total cache energy

consumption taking into account both the hit and miss
E. Characteristics of the Instruction Cache Design energies with the following equation:

The I-cache can be reconfigured at run-time by writing a

small number of bits in the cache configuration register. THeache_Energy = Accesses *« Energy/access + Misses *

G. Energy Calculation

cache reconfiguration can be done in a single cycle after the Energy/miss

configuration register is written. Because our processasdo = Accesses x Energy/access + Misses
not support multi-tasking, the cache reconfiguration isinegl Kmiss * Energy/access

only when application changes. There is no need for cache = (Accesses + Kmiss * Misses) %
flushing, no reconfiguration overhead, and hence, the cache Energy/access (1)

reconfiguration time is reduced. The cache design is sinyple a

no complex cache flushing logic is needed. Applications areKmiss is a factor representing a multiple of the cache
profiled statically utilizing the available issue-widthdacache hit energy consumption. According to [20] which takes into
parameters, and the best cache for a particular issue-widtttount the energy consumption from the complete instrcti



memory hierarchy including the external memory, the value cates. These parameters have a direct influence on the applic
Kmissranges from 50 to 200. For this paper, we consider thien’s performance, energy consumption, and hence the EDP.
Kmissto be 50. We utilized the VEX toolchain [12] to simulateSimilarly, changing the issue-width for a cache configarati
all the benchmark applications. Each application is sitedla also impacts these parameters. Figure 6 presents an analysi
144 times to generate total memory accesses, cache hitg cdor 3 applications; Basicmath, ADPCM decode (D-adpcm),
misses, and execution cycles statistics for the 144 “isgdéh  and Rijndael encode (E-rijndael) for the 3 configurationsuf
+ l-cache” configurations. Using equation (1), we calcuateprocessor issue-width with varying the I-cache configoresi
the I-cache energy consumption for each application with 14ere, 1W8KB16B means a cache with 1 way associativity, 8
different configurations. The cache energy/access is ddai Kbytes total size, and 16 bytes line size. This is the baskeecac
from CACTI for each cache configuration. We vary the cache in all its three parameters, i.e., doulilirg
For calculating energy consumption in the processor, vgize, the line size, and the associativity. The first gragFign 6
utilized the Synopsis Design Compiler (Synthesis-E-2020. depicts the speedup normalized to “2-issue core + 1W8KB16B
SP1) to get the power consumption for 90nm technology. Weache” configuration. Focusing at the Basicmath appbocat
kept the working frequency at 100 MHz. We then calculatede can observe that there is no effect of changing the issue-
the processor energy consumption for all applications withidth; hence, for all issue-widths, the speedup is similar a
the following equation: varying I-cache configurations. We can observe that for any
issue-width configuration, varying the I-cache configunati
Processor_Energy = Power_consumed x Cycle_time *  does vary the performance as well as the energy consumption,
Ezxecution_cycles (2)  butthis change remains same across all the issue-widtha Whe
any of the execution time or energy consumption changes, the
The total energy consumption and energy-delay prodUeDP changes accordingly.
(EDP) are calculated with the following equations: Focusing at the D-adpcm application, we can observe that
varying the I-cache configurations has no effect on the sgeed
Total_Energy = Processor_Energy + Cache_FEnergy for different issue-width configurations. The speedupéases
(3) only with the issue-width reconfiguration. On the other hand
the energy consumption varies with the issue-width anddéenc
EDP = Total_Energy = Execution_cycles (4) the EDP. Considering the Rijndael encode application, we
can observe that both the issue-width and the I-cache con-
Execution cycles, TotalEnergy, and EDP for each bench{figurations impact the performance and energy consumption.
mark application with 144 different “issue-width + I-cathe The “8-issue + 1W8KB32B I-cache” results in the highest
configurations are calculated and then analyzed in Sectionpérformance, the least energy consumption, and henceasie le
EDP. This shows that the issue-width reconfiguration besome
V. RESULTS ANDANALYSIS necessary in certain cases to reduce the execution timerand/
As stated earlier, when the issue-width is changed, tike energy consumption.
different schedule is followed by the compiler and a diffdére i ) ) )
request for instructions and data is generated. Since this Reconfiguration of I-cache with respect to Issue-width
request determines the performance, energy consumptionin this case, we study and analyze the effect of varying the
and EDP, we analyze how this request can be better fulfillégache configurations on the core’s issue-width configomat
by tuning the available cache parameters. In this paper, Wigure 7 depicts the impact of I-cache reconfiguration on
investigate the following question: given several diffdre
cache configurations with same energy consumption fo
different processor configurations, is it possible thatedént | s 2] 0 2issue B dissue O Bissue] 73
programs run with less execution time or given severa @fﬁ:ﬁﬁlﬂ%ﬁw
different cache configurations with same execution time for o
different processor configurations, is it possible thatedént 2 ]
programs run with less energy consumption. In order tg$ &;
analyze this question, we study three types of reconfigurati | =
for our system:
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1) Reconfiguration of issue-width with respect to I-cache
2) Reconfiguration of I-cache with respect to issue-width
3) Reconfiguration of both the issue-width and the I-cache

D-ad _‘l
adpcm L

basicmath ﬁl‘
D-adpcm
E-rijndael
basicmath
E-rijndael
basicmath
E-rijndael
basicmath
D-adpcm
E-rijndael

1W16KB16B 1W8KB32B 2W8KB16B

A. Reconfiguration of Issue-width with respect to I-cache 1WBKB168

(_:han_ging th_e I-cache configuration for any core Configlﬁ'lg. 6. Impact of issue-width with respect to I-cache; spgedumergy, and
ration (issue-width) affects the memory accesses and mitiSSEDP normalized to 2-issue and 1W8KB16B I-cache.
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Fig. 9. Execution cycles, energy consumption, and EDP fodtissue and
8-issue cores normalized to 2-issue core (all with their besches) for the
PowerStone benchmarks.

Patricia Pocsag

Fig. 7. Impact of I-cache on issue-width; speedup, energy ED& for
2-issue, 4-issue, and 8-issue cores with varying I-cachenalized to own

issue-width with 1W4KB168 I-cache. performance does not change with the issue-width; rather it

only changes with varying the cache. In case of the Pocsag

i i i application, performance and energy consumption changes
the issue-width. We consider an I-cache of 1W32KB16fi \arying the I-cache in first and second cache sets for

that is varied in different dimensions. The first, second) an,, o issue-width, but there is no effect for the third cache
third cache sets are 1W(4-8-16-32)KB16B (varying cach@y meaning that the associativity has almost no effect on
size), 1IW32KB(16-32-64)B (varying line size) and (1-23. jsque-width's execution cycles, energy consumptiosh an

4)W32KB16B (varying the assouatn_nty), re§pect|vely. Thj%DP. Hence, we can say that for a fixed issue-width, changing
speedup, energy, and EDP for each issue-width configuratig | cache almost always affects the performance, energy
are normalized to that of the “own issue-width + the smallegh,\;yption, and/or the EDP. The advantage in our casetis tha

I-cache”_ configuration. The smallest I-cache in the conside we can also change the issue-width, which can also produce
caches is 1W4KB16B. some positive effect.

Considering the Patricia application, when the cache is
varied for each type of the issue-width in the first cach@. Reconfiguration of both the Issue-width and the I-cache
set, the speedup, energy consumption, 'and E,DP are improveclihe ability to reconfigure both the issue-width and the
compared to that of the same issue-width with 1W4KB16B.,.he prings the advantage of both reconfigurations. The

I-cache. When the cache is varied in the second and thj tem can be reconfigured for the best performance, the

sets, there is a small variation in the speedup, but there igagst energy consumption, or both. Instead of comparing to
big variation in energy consumption. It must be noted that thd fixed “issue-width + I-cache”, we compare the results for

the 2-issue, 4-issue, and 8-issue cores with their bestHesa
for all of the benchmark applications. In this way, we can

Lo e et o e optimize the performance, dynamic energy consumption, and
2% .1 - EOP-8 the EDP for individual applications. Figures 8 — 10 present
5e //\/\ the execution cycles, energy consumption, and the EDP for 4-
gave '\\/ N—— ~ issue and 8-issue cores with their best I-caches normatized
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Fig. 8. Execution cycles, energy consumption, and EDP fodtiesue and Fig. 10. Execution cycles, energy consumption, and EDP fe#dtissue and
8-issue cores normalized to 2-issue core (all with their besiches) for the 8-issue cores normalized to 2-issue core (all with their besiches) for the
MiBench benchmarks. custom benchmarks.



that of the 2-issue core with its best I-cache for the MiBencthat of the 2-issue core, both with their best/optimal Irec
PowerStone, and the custom benchmark suites, respectivelyTiffmedian and DES consume 11% and 6% less energy,
these figures, the continuous lines are drawn only for glaritespectively, on a 4-issue core compared to a 2-issue core
purpose; otherwise the values are only at discrete points.Hoth with their best caches. There are many applicationls suc
general, we observed that switching from 8-issue core to ds Susan smoothing, JPEG encode, Tiffdither, blowfish de-
issue or 2-issue core reduces energy consumption. The maide, Rijndael decode, SHA, ADPCM decode, GSM encode,
reason is that the 8-issue core reads a longer instructia® (Zompress, G3fax, JPEG, Pocsag, DCT, DFT, FIR Typel,
bits) per access from the cache while the 4-issue and Rleydwarshall, Huffman compression, IDCT, Matrix multipl
issue cores read smaller instructions (128 bits and 64 bikdoving filter, RLE, Shellsort, where by switching from a 2-
respectively) per cache access. Additionally, the 8-issure issue to a 4-issue core (both with their best I-caches) tesul
utilizes more functional units compared to 4-issue andsRés in a large performance gain with a small energy increase.
cores. On the other side, switching from 2-issue core teséels  Considering the execution cycles with the best I-caches for
or 8-issue core increases the performance as more opevatigfery issue-width, all the considered benchmark apptioati
can be executed in parallel. In both of these scenarios, {h&rform better with the 8-issue and 4-issue cores compared
instruction cache is always tuned to the best configuration fo the 2-issue core. Switching from 2-issue to 8-issue core
each issue-width. (both with their best caches) reduces the execution cyoles f
From Figures 8 — 10, we can observe that there are som&mming distance, ADPCM decode, and DES by about 36%,
applications/kernels such as Bitcount, Tiffmedian, ADPCM0%, and 46%, respectively. The largest reduction in ei@tut
decode, DES, DCT, Hamming distance, IDCT, Moving filtefgycles when switching from a 2-issue to 4-issue core (both
where the EDP for the 8-issue core with its best I-cache & Iagith their best caches) is for the Rijndael decode appbeati
than or equal to that of the 2-issue core with its best I-cachghich is about 37%.
For these applications switching from 2-issue to 8-issue co Figures 11 and 12 depict some Pareto points for energy
increases the performance more than the energy consumpligRsumption and EDP with same execution cycles at the given
and hence reduces the EDP. The largest reduction in {fi¢ache configurations for the Rijndael encode and ADPCM
EDP is for the DES application, which is about 30%. Thergecode applications. Here, the execution cycles decreases
are some applications such as Susan smoothing, Rijnd@gh increasing the issue-width, but remains constant for a
decode, Rijndael encode, SHA, JPEG, Pocsag, FIR Typ@de considered caches. Considering Fig. 11 for the Rijndael
Floydwarshall, Huffman compression, RLE, Shellsort, véherencode application, the 2-issue core consumes less energy a
for a small increase in EDP, one can get more performanggery point compared to the 4-issue and 8-issue cores. As
when the issue-width is changed from 2-issue to 8-issue. the execution cycles for the 8-issue core are less than that
Similarly, considering the 4-issue and 2-issue cores WitBr the 2-issue core, the EDP for the 8-issue is lower than
their best I-caches, we can observe that there are aboutig$ for the 2-issue core at some points. The 4-issue core
applications, where the EDP for the 4-issue core is less thgehaves somewhere in between the 2-issue and 8-issue cores.
or equal to that of the 2-issue core. These applications agr the ADPCM decode application in Fig. 12, the 2-issue

11 in MiBench: Bitcount, Susan smoothing, JPEG encodgere consumes less energy at every point compared to the
Tiffdither, Tiffmedian, Blowfish decode, Rijndael encodeda 4.jssue and 8-issue cores. As the execution cycles for the 8-

decode, SHA, ADPCM decode, and GSM encode, 6 in Powggsye core are less than that for the 2-issue core, the EDP
Stone: ADPCM, Compress, DES, G3fax, JPEG, and Pocsag,

and 12 in custom benchmark suite: DCT, DFT, FIR typel,

Floydwarshall, Hamming, Huffman compression, IDCT, ma- [@ Z-issue B 4-issue O sissue]

trix multiply, moving filter, RLE, Radixsort, and Shellsort B M B B M B
This means that for these applications switching from 2- - - e
issue to 4-issue core increases the performance more th ]

DES by about 30%, 36%, and 41%, respectively. Additionally, ﬁ]ﬂlﬂﬂ ﬂ

there are some applications, where with a small increase in s

EDP one can get more performance when the issue-width i

the 2-issue or 4-issue core. There are some applicatiorts suc

as Bitcount, Tiffmedian, Rijndael decode, DES, Hammingig. 11. Pareto points for energy and EDP with same execujofes at
distance, where a 4-issue core consumes less energy thlbircache configurations for the Rijndael encode.

N
n

Energy (mJ) —@ydiss (Millions)

=

® BN
SorNMNwWbOOO U O O O
R

=)

]

S
~
o

ihs)
] ]

o
=}

M
IS
S

P
@
S

increasing the energy consumption and hence reduces the ED

Compared to “2-issue + the best I-cache”, “4-issue + best |

changed from 2-issue to 4-issue. S 401 ] =
Considering the energy consumption with the best I-cachest ig:ﬂ - -

for every issue-width, there is no case in the considere ]

cache” reduces the EDP for Tiffmedian, Rijndael decode, an
benchmarks, where the 8-issue core consumes less enerngy th
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Fig. 12. Pareto points for energy and EDP with same executjgcles at
all I-cache configurations for the ADPCM decode.

for which the 4-issue core has the least energy compare@to th

. . %—issue core is selected to be the best “issue-width + l&€ach
for the 8-issue core is equal to or less than that for the 2- . ) .
: : . configuration. This cache has the least execution cyclestend
issue core at some points. The 4-issue core consumes mare T . . ) o

; . . east EDP. Considering Fig. 14 for the Tiffmedian applicafi

energy than that for the 2-issue core, but its executionesyc| hen the issue-width is increased from 2-issue to 4-isbgeet
are much lower than that for the 2-issue core and slighryv

0 o :
more than that for the 8-issue core, hence, the EDP for the' 3.2 27% reduction in execution cycles for almost each cache

. . . . configuration. The energy consumption and the EDP vary from
issue core is lower than that for the 2-issue and 8-issuescor . L
. . ) . -11% to 15% and from -35% to -15%, respectively. Similarly,
Hence, if low power is the main concern, the 2-issue core can__. . . 7
considering Fig. 15 for the GSM encode application, when

be selected, and if low execution time is the main concertrFfe issue-width is increased from 2-issue to d-issue. i

the 8-issue core can be selected. For lower EDP, the 4-is % reduction in execution cycles for almost each I-cache

core can be selected. By including both the issue-width annfiguration. The energy consumption and the EDP vary

I-cache parameters, we increase the Pareto points for;eneTr m -8% to 27% and from -24% to 2%, respectively. Hence,

consumption and execution time and hence have a broader . ' . . .
. reconfiguring the issue-width for the same I-cache produces
range of selection.

Figures 13 — 15 depict percentage variations in enermultlple options to choose from. If energy is the main conger

: . - i -width resulting in lower ener nsumption can
consumption, execution cycles, and EDP for the Dljkstr§¥e ssue-width result g In lower energy consu pt_o ca .b
) : N . Sklected. If performance is the prime concern, the issukhwi
Tiffmedian, and GSM encode applications when the issue- .
. . . . . . with the lower execution cycles can be selected.
width is changed from 2-issue to 4-issue with different I-

caches. Considering Fig. 13 for the Dijkstra applicationew ~ F19uré 16 depicts percentage variations in energy con-
the issue-width is increased from 2-issue to 4-issue, theresumpnon, execution cycles, and EDP for the Rijndael encode

a 15% reduction in execution cycles for almost each cacﬁ@,pl'cat'on when the issue-width is changed from 2-issue to

configuration. The energy consumption and the EDP vary froéllﬁ'Ssue and 8-issue with different I-caches. When the issue-

1% to 30% and from -18% to 0.2%, respectively. The l-cachWdth is changed from 2-issue to 4-issue, the executionesycl

30

‘I:I Energy @ Cycles O EDP‘ M ‘+ Energy —— Cycles —A— EDP‘
30
20 A A
10 ././f W \i/.\ N
Ll HI VS
4 I

o
o

H
b
al

L0

o
;

Percent variation

N
<

Percent variation
o

,m/hH/ /WH\/‘ AN

20 { & i &
-20 -30
5 |16 32| 8 |16 | a2 |16 a2 3|16 |3 |2 |16] || 4] 8] e[16]16]16]32]32]32] 8 16]16]3232] 32]16]32]32] 3
16 |32]16(32|64|16|32|64| 16 |32|16|32|64| 16 |32|16
16 32 64 16 32 64 16 32|16
1 2 4 8 1 2 4 8
Cache size (Kbytes), line size (bytes), and ways Cache size (Kbytes), line size (bytes), and ways

Fig. 13. Percentage variation in energy, cycles, and EDRMHisue core Fig. 15. Percentage variation in energy, cycles, and EDRHissue core
compared to 2-issue core with different I-caches for the dbifk application. compared to 2-issue core with different I-caches for the G8kbde.
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16. Percentage variation in energy, cycles, and EDPHissue and 8-

issue cores compared to 2-issue core with different I-cafidrethe Rijndael
encode.

(7]

(8]

El

(10]

(11]

(12]

(13]

vary from -30% to -2%, the energy consumption varies fror[#]
2% to 34%, and the EDP varies from -26% to 7%. When the

issue-width is increased from 2-issue to 8-issue, the dictu 1°)
cycles vary from -45% to 0.4%, the energy consumption varigs;
from -32% to 144%, and the EDP varies from -63% to 145%.

Hence, when the issue-width is included with the I-cac
reconfiguration, the Pareto points for the energy consumpti

execution cycles, and the EDP are increased and a better

configuration of the system can be found.

VI. CONCLUSION

£

(18]

In this paper, we presented an analysis for simultaneous]
reconfiguration of issue-width and instruction cache for a
VLIW processor. The issue-width of the processor can be
adjusted at run-time to be 2-issue, 4-issue or 8-issue and @]
I-cache can be reconfigured in terms of associativity, cache
size, and line size. With different applications, we showggl
that compared to a “2-issue + the best I-cache”, a “4-issue +
the best I-cache” configuration reduces the execution sycl
energy consumption, and EDP by up to 37%, 11%, and 41
respectively, for different applications. Similarly, cpared to
a “2-issue + the best I-cache”, an “8-issue + the best I-cac
configuration reduces the execution cycles and EDP by up'to
46% and 30%, respectively, for different applications.
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