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Abstract—With the continuous downscaling of CMOS tech-
nologies, ICs become more vulnerable to transistor aging mainly
due to Bias Temperature Instability (BTI). This paper presents
a comparative study of the BTI impact while considering vary-
ing supply voltages and temperatures for three memory sense
amplifier (SA) designs: low power (LP), mid power/performance
(MP), and high performance (HP). As an evaluation metric, the
sensing delay (SD) of the three designs is analyzed for various
workloads using 45nm technology. The results show that HP
SA degrades faster than MP SA and LP SA irrespective of the
workload, supply voltage, and temperature. At nominal supply
voltage and temperature, HP degrades up to 1.62x faster than
MP, and up to 1.94x faster than LP designs for the worst case
workload. In addition, the results show that an increase of 10% in
power supply has a marginal impact on the relative degradation.
In contrast, the results show that a temperature increment
significantly worsens the BTI impact. Finally, the results show
that for 16nm technology, BTI impact becomes worse and even
causes read failures. This clearly indicates that designing for
reliability is not only strongly application dependent, but also
technology node dependent. Hence, one has to carefully consider
the targeted application, design, and technology node in order to
provide appropriate solutions.

Index Terms—BTI, NBTI, PBTI, SRAM sense amplifier

I. INTRODUCTION

In recent decades, CMOS technology has been sustained
with aggressive downscaling that severely impacts the variabil-
ity and reliability of devices [1-3], originating from manufac-
turing (i.e., time-zero) and run-time operation, (i.e., from tem-
perature, voltage, aging), respectively. [1]. Bias Temperature
Instability (BTI) (i.e., Negative BTI in PMOS transistors and
Positive BTI in NMOS transistors) is an aging reliability fail-
ure mechanism which affects the performance of MOS tran-
sistors by increasing their threshold voltage and reducing their
drain current (I3) over the operational lifetime [4,5]. However,
studies of such individual devices or small composites do not
allow extrapolation of these effects on larger circuits like Static
Random-Access Memories (SRAMs). SRAMs, which are an
integral part of any SoC today and occupy a large fraction of
today’s chips, play a major role in performance, and are critical
for system robustness [6]; an SRAM system consists of an
array of cells, and peripheral circuitry facilitates the read and
write access to the cells; examples are row and column address
decoders, control circuits, write drivers, and sense amplifiers.
In this work we focus on the SRAM sense amplifier which is
a key component that ensures that data is correctly read from
the cell array.
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Limited work has been published in the area of SA degra-
dation. The authors in [7] analyzed the time zero variability
of SRAM sense amplifier systems to determine the offset
specification for LP designs. However, they did not take the
run-time variability into account. In [8], the authors presented
a scheme to determine the signal margins for DRAM SAs
based on offset distribution measurements. Also for runtime
variability limited work has been published. For example,
Menchaca et al. [9] analyzed the BTI impact on different SA
designs (i.e., current and voltage mode SA) implemented in
32nm technology node using failure probability (i.e., flipping
a wrong value) as a reliability metric. Agbo et al. [10]
investigated the BTI impact on LP drain-input latch type
sense amplifier design implemented in 90nm, 65nm, and 45nm
for different supply voltages by using sensing delay and
sensing voltage as reliability metrics. The same authors [11]
investigated the integral impact of BTI and voltage temperature
variation on HP standard latch type SA using sensing delay as
reliability metric. From the above, we conclude that no prior
work discussed the run-time variability of different types of
sense amplifiers (i.e., HP, MP, and LP).

This paper focuses on the aging analysis of three different
SRAM sense amplifier designs using the realistic atomistic
model calibrated with representative test data. The method
in [7] is adopted to determine the SA offset specification
of all SAs. Subsequently, the BTI impact for each design
is analyzed using different workloads, temperatures, voltages,
and technology nodes. The results are analyzed and compared
relatively to each others.

The rest of the paper is organized as follows. Section II
introduces the BTI mechanism, its model, and the architectures
of the sense amplifier designs. Section III provides our analysis
and simulation framework, and presents also the performed
experiments. Section IV analyzes the result for different sense
amplifier designs, varying supply voltages, temperatures and
technology nodes. Finally, Section V concludes this paper.

II. BACKGROUND

This section briefly discusses bias temperature instability
mechanism and its model which is used in this work. There-
after, it presents the three targeted sense amplifiers.

A. Bias Temperature Instability

The Bias Temperature Instability (BTI) mechanism takes
place inside MOS transistors and increases the absolute Vi,
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Fig. 1. Standard latch-type Sense Amplifier

value of the transistors [4,12]. The Vy;, increment in a PMOS
transistor occurs under negative gate stress and is referred
to as NBTI, while in an NMOS transistor this occurs under
positive gate stress, and is known as PBTI. Note that for a
MOS transistor, there are two BTI phases, i.e., the stress phase
and the relaxation phase.

Recently, exhaustive efforts have been put to understand
NBTI [4,5,12]. Kaczer et al. in [12,14] have analyzed NBTI
using an atomistic model. Alam et al. [4] have modeled NBTI
and presented the overall dynamics of NBTI as a reaction
diffusion process. In this work, we use the atomistic model
as it produces more accurate results than the RD model [13].
The atomistic model is based on the capture and emission of
single traps during stress and relaxation phases of NBTI/PBTI
respectively. The threshold voltage shift of the device AVjy,
is the accumulated results of all the capture and emission of
carriers in gate oxide defect traps. The probabilities of the

defect occupancy in case of capture P- and emission Pg are
defined by [13]:
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where 7. and 7. are the mean capture and emission time
constants, and tsrrpss and trgprax are the stress and
relaxation periods, respectively. Furthermore, BTI induced Vi,
is an integral function of Capture Emission Time (CET) map
[15], workloads, duty factor and transistor dimensions, which
gives the mean number of available traps in each device.
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B. Sense Amplifiers

In this paper, we select three sense amplifier designs:
standard latch-type sense amplifier is representattive for HP
industrial SA designs [7], look-ahead type sense amplifier [16],
and double-tail latch-type sense amplifier [17]. They target
high performance, inter-mediate performance/power and low
power respectively.

Figure 1 depicts the standard latch-type sense amplifier [7],
it amplifies a small voltage difference between BL and BLBar

69

VddSA

W/L=5 M ht L=
Mprechleft MUPI%/L 5 W/L= 5 “png Mprechright
Pmos: W/L=5
N tW/L= 2.5
ages: W O<} Sbar {>o Outbar
lfFJ‘
W/L= 17. iL
thransferleftL Mdownlb Wi=17.8 \_{ Mdownrlght WiL=5
W/L=5 Slbar
W/L= 17.8 Mtransferrlght
BL Minleft W/L=17.8 BLBar

SAenable

Minright
bottom

W/L=17.8
Mbottom

Fig. 2. The Look ahead type Sense Amplifier
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Fig. 3. The Double tail latch type Sense Amplifier

during read operations, and produces them at the output (i.e.,
Out and Outbar). The positive feedback loop (created by cross-
coupled inverters) ensures low amplification time and produces
the read value at its output.

Figure 2 depicts the Look-ahead type SA [16] which con-
sists of two stages. In the first stage, when SAenable=0V, S and
Sbar are charged up and the inputs BL. and BLBar are passed
to nodes S1 and Slbar, respectively. In the second stage, the
cross-coupled inverters will start the amplification process.

Figure 3 introduces the double-tail latch-type SA [17].
It uses two tails, one for capturing the input and one for
amplification and latching. Initially, when SAenable=0V, Mtop
and Mbottom are disabled. Thereafter, when SAenable=1V,
the capturing tail will charge up nodes S and Sbar; their
charge time depends on the inputs BL and BLBar. The
AS=Vg—Vgpa,r creates a voltage difference at Q and Qbar
through transistors Min2left and Min2right. The amplification
and latch tail will amplify this voltage difference.

IIT. ANALYSIS FRAMEWORK

In this section, the analysis framework, the sense amplifier
offset specification and the conducted experiments are pre-
sented.

A. Framework Flow

Figure 4 depicts our generic simulation framework to
evaluate the BTI impact on the three considered sense
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amplifier designs. It uses HSPICE/Spectre simulator and has
the following components.

Input: The general input blocks of the framework are the
technology library, Sense Amplifier design, and BTI input
parameters. They are explained as follows.

o Technology library: Two technology nodes are considered
in this work, they are 16nm and 45nm obtained from PTM
library cards [19]. For the LP SA we use the LP library,
while for the MP SA and HP SA the HP library. Note
that in general any library card can be used.

SA design: Generally, any sense amplifier design can be
used. In this paper we focus only on the standard latch-
type SA, look-ahead type SA, and double-tail latch-type
SA. The SA designs are described by a SPICE netlist.
BTI parameters: The BTI induced degradation depends
strongly on the stress time duration. The stress time
defines how long the workload sequence is being applied.
The workload sequence is assumed to be replicated once
completed until the age time is reached. To perform
realistic workload analysis, we assume that today’s ap-
plication consists of 10%—90% memory instructions and
the percentage of read instructions is typically 50%-
90%. Furthermore, we derive from these the two extreme
workload cases: worst case: 0.9%0.9=81% and best case:
0.1%0.1=1%. In addition, we define a mid case workload.
This leads to the following workload sequences: R0*I*
for worst-case, ROR1I%® for best-case, and (R0)I?* for
mid-case, where, R0 stands for read 0, R1 stands for read
1, I for idle operation (which includes memory write oper-
ations). For example, ROR11%% is a workload describing
a read 0 and a read 1 performed after each 198 idle
operations. For each transistor, we extract its individual
duty factor based on the workload and waveform analysis.
This enhances the accuracy of our simulation results. This
block also specifies the temperatures and voltages.

Processing: Based on the transistor dimensions and other
specified inputs, a Control script (perl) generates several
instances of BTI augmented SRAM sense amplifier designs.
Every generated instance has a distinct number of traps
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(with their unique timing constants) in each transistor, and
are incorporated in a Verilog-A module of the SA netlist
[20]. The module responds to the every individual trap,
and alters the transistors concerned parameters such as Vth.
After inserting BTI in every transistor of the SA design, a
Monte Carlo (MC) simulation is performed at different time
steps (100 runs at each time step) where circuit simulator
(HSPICE/Spectre) is used to investigate the BTI impact.

Output: Finally, statistical post-analysis of the results are
performed for varying supply voltages, temperatures and tech-
nology nodes in MATLAB environment. The raw outputs are
measured directly from HSPICE/Spectre and used to deter-
mine the sensing delay. The sensing delay metric is determined
when the trigger signal (i.e., sense amplifier enable input
signal) reaches 50% of the supply voltage and the target
(i.e., either out or outbar falling output signal) reaches 50%
of the supply voltage. The difference between the target and
the trigger signals is the sensing delay as shown in Fig. 5.
Furthermore, the impact of the BTI degradation is measured
as the relative difference between the sensing delay with and
without BTL.

B. SA offset specification

SA offset voltage is crucial for the correct operation of
any SA design. In this work, three SA designs are considered
and each of them requires a minimum offset voltage for its
operation. In order to accurately determine the SA offset
voltage, the impact of process variation on Vypy (which is
the most critical) is determined, which is thereafter used to
measure the impact on the SA offset voltage. The sigma of
the Vrpy distribution is given by:

_ Aavey
OVrino = BT

where Aav., is the Pelgroms constant [18], W and L the
transistor width and length, respectively. While taking this into
consideration for each transistor, 100 Monte Carlo simulations
are performed on each SA. The minimum offset voltage of
a specific SA instance is the voltage difference between SA
inputs (Bit lines) where the cross-coupled inverters of the
SA remain in their metastable point. This offset voltage is

3)
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Fig. 6. BTI impact on sensing delay for three SA designs and workloads.

determined by applying a binary search on the input voltage
while monitoring the SAs output. This procedure is repeated
for all the Monte Carlo instantiations. Because in a good SA
design, the offset voltage has nearly normal distribution, the
selected SA offset voltage to achieve sufficient yield is 60 for
a 1079 failure rate [7]. For our 45nm designs, we determine
the offset specifications to be 89.4mV for HP SA, 104.08mV
for MP SA, and 99.5mV for LP SA, while for 16nm design,
the offset specification is 225.8mV for HP SA [7].

C. Experiments Performed
In this paper, four sets of experiments are performed.

BTI Impact Experiments: BTI impact on sensing delay
of three SA designs and for different workloads at nominal
supply voltage and nominal temperature is investigated.
Supply Voltage Dependent Experiments: BTI impact on
the sensing delay for different SRAM sense amplifiers for
varying supply voltages (i.e., from —10% of V4 to V4 and
+10% of Vy4) and two workloads (i.e., best case and worst
case) is investigated.

Temperature Dependent Experiments: BTI impact on
sensing delay for different SRAM sense amplifiers for
three temperatures (i.e., 298K, 348K and 398K) and two
workloads (i.e., best case and worst case) is explored.
Technology Dependent Experiments: BTI impact on sens-
ing delay for HP SA for two technology nodes (i.e., 16nm
and 45nm) using worst case workload is investigated.

IV. EXPERIMENTAL RESULTS

This section, presents the analysis results of the experiments
mentioned in the previous section.

A. BTI Impact Experiments

Figure 6 shows the relative increment of the sensing delay
w.r.t. the stress time (aging), up to 3 years degradation (103s)
for the three SA designs and the three workloads (i.e., best
case, mid case and worst case). In order to quantify this delay,
we simulate the initial BTI-free SA designs and use their
sensing delays as references. In this paper, our analysis focus
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Fig. 8. Supply voltage dependent Sensing delay for worst case workload.

both on the average (i.e., diamond marker) sensing delay and
its distribution (i.e., +/-30 denoted by the edges of the vertical
lines in the figure).

The figure shows that the degradation is strongly dependent
on the design type and the workload. HP SA degrades on
average faster irrespective of workloads than the MP and LP
SA designs. For example after an operation of 10%s for worst
case workload, the BTI induced mean degradation is 6.8%
for HP SA while 4.2% and 3.5% for MP SA and LP SA
designs, respectively. In addition, the degradation is worst
for worst case workload as in this case the SA is stressed
most; this applies to all designs. The figure also shows that
the degradation distribution maintains a distinctive behavior
for each SA and workloads. LP SA degradation distribution
is wider than the HP SA and MP SA for the worst case
workload. For example after an operation of 108s for worst
case workload, the BTI induced +30 variation for LP SA is
4.5% while 3.9% and 3.4% for HP SA and MP SA designs,
respectively. Besides, the same trend is observed for best case
workload while for mid case workload, HP SA and LP SA BTI
induced +30 are approx. 3.4% and 2.4% for MP SA design.
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B. Supply Voltage Dependent experiments

Figures 7 and 8 depict the relative BTI induced sensing
delay (i.e., average and +/-30 variation) for the three SA
designs for the various supply voltages and for the best case
and worst case workloads, respectively. Note that nominal
Vaa = 1.0V for HP SA and MP SA, while 1.1V for LP SA.

Figure 7 shows that HP SA is most sensitive to supply

voltage; increasing Vyq from -10% to +10% leads to a 3x
increase in the relative degradation. For example, after an op-
eration of 108s for HP SA, the BTI induced mean degradation
on sensing delay is 2.63% for +10% V4, and only 0.87%
for -10% V4. However, the degradation of MP SA and LP
SA are marginal. The figure also shows that the degradation
distribution maintains a distinctive behavior for each SA and
supply voltages. LP SA degradation distribution is the widest
irrespective of the supply voltages considered, and the relative
delay increment at +3¢ equals (w.r.t. to average) 3.8% for 10%s
at nominal V.
Figure 8, shows for worst case workload, similar trends as
Figure 7 for the relative sensing degradation. However, the
degradation is much faster (up to 4.33x faster at -10% V4 to
3.57x at +10% V4 for HP SA, while this is only 3.73x to
3.49x and 3.25x to 3.01x for MP SA and LP SA designs,
respectively). In addition the degradation distribution is also
wider (up to 1.92x wider at +10% V4 to 1.52x at -10% V4
for HP SA, while this is 1.47x to 1.22x and 1.42x to 1.49x
for MP SA and LP SA designs, respectively).

C. Temperature Dependent experiments

Figures 9 and 10 depict the relative BTI induced sensing
delay (i.e., average and +/-3¢ variation) for the various SA
designs and for different temperatures using the best case and
worst case workloads, respectively.

Figure 9 shows that the BTI induced relative sensing delay
degradation increases with increase in temperature irrespective
of the design type. Moreover, HP SA degrades faster (up to
1.4x for MP SA and 1.5x for LP SA designs) at 398K. For
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example after an operation of 10%s, the BTI induced mean
degradation increases from 1.94% at 298K to 11.74% at 398K
for HP SA, while this is only 1.32% to 8.51% and 1.21% to
8.09% for MP SA and LP SA designs, respectively. The figure
also shows that the 430 degradation distribution widens with
increase in temperature irrespective of the SA design, and that
the LP SA distribution is the widest at all temperatures. For
example after an operation of 108s at 398K, the BTI induced
degradation distribution is 6.96% for LP SA, while this is
5.50% and 3.98% for HP SA and MP SA designs, respectively.
Figure 10 representing the results for the worst case workload
shows similar trends as Figure 9. However, the degradation
is much faster (up to 5.5x at 398K for HP SA). Also the
degradation distribution widens (up to 10.06x at 398K for
HP SA).

D. Technology Dependent experiments

Figure 11 depicts the relative BTI induced sensing delay
for two technology nodes (i.e., 16nm and 45nm) for HP SA
at 398K using worst case workload. Clearly, the BTI induced
relative degradation increases significantly at lower nodes,
leading to read failures.

Figure 12 depicts the BTI induced read failures for 16nm
node for HP SA using worst case workload at 398K; the figure
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also shows the % of read operations that return a wrong value
1 instead of 0. Note that the sensing delay is allowed to be
as much as possible. This clearly indicates that using design
margin to compensate for degradation is not going to work at
lower technology node. It is worth noting that no read failures
were observed for 45nm node.

E. Discussion

Memory SA robustness and reliability are very crucial for
the overall design of memory systems. The current analysis
shows that the degradation and its distribution of each SA
design is a function of supply voltage, temperature, workload
and technology scaling etc. Examining the simulation results
with regard to degradation and its distribution we conclude the
following:

e HP SA degrades faster than other SA type regardless
of the workload, supply voltage, and temperature; the
degradation goes up to 65% (for the 45nm technology
considered here); this indicates that BTI may be a serious
concern and it may even worst for smaller technologies.
Using design margin to compensate for reliability, as it
is today, may not be applicable in the future any more.
The distribution does not maintain the same trend as the
degradation with regard to SA types, power, temperature,
and workloads. The LP SA distribution widens more than
other SA design. This implies a clear trade-off between
degradation and distribution in selecting SA design that
meet the reliability needs.

The degradation worsens with scaling for HP SA which
causes read failures for the worst case workload; this
shows that a more effective mitigation techniques is
required at lower technology node.

The impact of aging on peripheral devices such as SA
designs show that there is need to review and analyze
the impact of aging on all memory parts and not only the
memory cell array as it is usually the case.
Understanding and quantifying the aging rate of the
different parts of memory system is needed for reliable
and optimal SRAM designs.

Designers must be aware of both the average degradation
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and its distribution for all parts of a memory system (cell
array, SA, decoders, write drivers, etc.) and the way they
interact together to ensure correct operational life time.
Designers urgently need to look at mitigation techniques
which do take the workload, suppy voltage, temperature,
and technology dependence into account.

V. CONCLUSION

This paper investigated the comparative study of the impact
of BTI, supply voltage and temperature variation and different
workloads for HP SA, MP SA, and LP SA designs for 45nm
technology node. In this paper, we have shown that the sensing
delay degradation is more impacted by worst case workload
for the different SA design at 10%s operational time. Increasing
the supply voltage increases the BTI induced degradation
in relative term while reduces in absolute terms leading to
more reliable and robust sense amplifiers. Finally, an increase
in temperature causes significant increase in sensing delay
degradation, thereby severely impacts the reliability of the
sense amplifier.
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