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#### Abstract

In this paper, a novel 3-moduli set $\left\{2^{2 n+1}-1,2^{2 n+1}, 2^{2 n}-1\right\}$, which has larger dynamic range when compared to other existing 3 -moduli sets is proposed. After providing a proof that this moduli set always results in legitimate RNS, we subsequently propose an associated reverse converter based on the New Chinese Remainder Theorem. The proposed reverse converter has a delay of $(4 n+6) t_{F A}$ with an area cost of $(8 n+2) F A s$ and $(4 n-2) H A s$, where $F A$, $H A$, and $t_{F A}$ represent Full Adder, Half Adder, and delay of a Full Adder, respectively. We compared the proposed reverse converter with state of the art converters for similar or equal dynamic range RNS and our analysis indicate that for the same dynamic range the best converter requires $(16 n+1) F A s$ and exhibits a delay of $(8 n+2) t_{F A}$. This indicates that, theoretically speaking, our proposal achieves about $\mathbf{3 7 . 5 \%}$ area reduction and it is about 2 times faster than equivalent state of the art converters. Moreover, the product of the area with the square of the delay is improved up to about $\mathbf{8 4 . 4 \%}$ over the state of the art.
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## I. Introduction

A Residue Number System (RNS) is an integer number representation system which, speeds up arithmetic computations by decomposing a number $X$ into a set of elements, say $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, called the residues of the integer $X$ with respect to a moduli set $\left\{m_{1}, m_{2}, \ldots, m_{n}\right\}$ [1].

RNS has the following inherent characteristics: carry free operations, parallelism, modularity, and fault tolerance. These characteristics make RNS an alternative candidate for high speed Digital Signal processing applications, such as, digital filtering, convolution, fast Fourier transform, image processing, digital communications and the like [1], [3], [6].

However, its effectiveness is limited by a number of issues, i.e., the capability to do fast modulo operations (which depends on the moduli form), and the capability to do fast conversion as magnitude comparison, sign detection, overflow detection, etc., rely heavily on conversions. The moduli set selection is an issue of major importance as the complexity and the speed of the RNS processor depend on the selected moduli set [6]. It has been well established that powers-of-two related moduli sets simplify the required arithmetic operations and generates efficient hardware implementations of the RNS architecture. Moreover, the utilization of powers of two moduli sets, result in the realization of ROM-less reverse converters.

Extensively, several interesting moduli sets, such as $\left\{2^{n}, 2^{n}-1,2^{n}+1\right\} \quad[7], \quad[8], \quad\left\{2^{n}, 2^{n}-1,2^{n-1}-1\right\}$ [9], [10], $\left\{2^{n+1}+1,2^{n+1}-1,2^{n}\right\} \quad$ [11], $\left\{2^{n}, 2^{n+1}-1,2^{n}-1\right\}$ [12] have been proposed in order to reduce RNS processor's hardware complexity. Based on those moduli sets, efficient reverse conversion algorithms, which give room for a widespread utilization of RNS in special purpose processors, have been proposed [17].

Due to the fact that arithmetic operations with respect to $2^{n}+1$ modulus is not as simple as the end around carry based $2^{n}-1$ modulus and this degrades the RNS architecture performance, the moduli set $\left\{2^{n+1}-1,2^{n}, 2^{n}-1\right\}$ [12] was proposed by removing the modulus $2^{n}+1$ from the moduli set $\left\{2^{n+1}-1,2^{n}+1,2^{n}, 2^{n}-1\right\}$. Subsequently, the moduli sets $\left\{2^{2 n+1}-1,2^{n}, 2^{n}-1\right\}$ and $\left\{2^{2 n+1}-1,2^{2 n}, 2^{n}-1\right\}$, with their associated converters, were proposed in [13] and [19], respectively. Given that applications requiring larger Dynamic Range (DR) than the ones offered by the moduli set $\left\{2^{2 n+1}-1,2^{2 n}, 2^{n}-1\right\}$ are of practical interest, we propose in this paper the moduli set $\left\{2^{2 n+1}-1,2^{2 n+1}, 2^{2 n}-1\right\}$ as an alternative candidate to the one in [19]. Apart from having a larger DR, the suggested moduli set is more balanced when compared with the moduli set $\left\{2^{2 n+1}-1,2^{2 n}, 2^{n}-1\right\}$.

After demonstrating that this moduli set always results in legitimate RNS, we propose a novel reverse converter based on the New Chinese Remainder Theorem (CRT). The novel reverse converter has a delay of $(4 n+6) t_{F A}$ with an area cost of $(8 n+2) F A s$ and $(4 n-2) H A s$. We compared the proposed reverse converter with state of the art converters for similar or equal dynamic range RNS and our analysis indicate that for the same dynamic range the best converter requires $(16 n+1) F A s$ and exhibits a delay of $(8 n+2) t_{F A}$. This therefore indicates that, potentially speaking, our proposal is about 2 times faster and achieves about $37.5 \%$ reduction in area resources. Generally, considering the area $\times \operatorname{delay}^{2}\left(\Delta \tau^{2}\right)$ metric, our proposal demonstrates about $84.4 \%$ improvement over the state of the art.

The rest of the paper is structured as follows. Section 2 provides a brief background on reverse conversion methods. In Section 3, the novel moduli set is introduced, and the corresponding algorithm is presented in Section 4. Section 5 describes the hardware implementation of the proposed converter and evaluates and compares its performance. The paper is concluded in Section 6.

## II. Background

Given a moduli set $\left\{m_{i}\right\}_{i=1, k}$, the residues $\left(x_{1}, x_{2}, \ldots, x_{k}\right)$ can be converted into the corresponding decimal (base 10) number $X$ in the following ways: First, by the use of the well known Chinese Remainder Theorem (CRT), which is given as [1]:

$$
\begin{equation*}
X=\left.\left.\left|\sum_{i=1}^{k} M_{i}\right| M_{i}^{-1}\right|_{m_{i}} x_{i}\right|_{M} \tag{1}
\end{equation*}
$$

where $M=\prod_{i=1}^{k} m_{i}, M_{i}=\frac{M}{m_{i}}$, and $M_{i}^{-1}$ is the multiplicative inverse of $M_{i}$ with respect to $m_{i}$.

Second, the New CRT I proposed in [13] could also be used to convert RNS to its decimal equivalent. Given a 3-moduli set $\left\{m_{1}, m_{2}, m_{3}\right\}$, the number X can be converted from its residue representation $\left(x_{1}, x_{2}, x_{3}\right)$ as follows:

$$
\begin{equation*}
X=x_{1}+m_{1}\left|k_{1}\left(x_{2}-x_{1}\right)+k_{2} m_{2}\left(x_{3}-x_{2}\right)\right|_{m_{2} m_{3}} \tag{2}
\end{equation*}
$$

where

$$
\begin{align*}
& \left|k_{1} m_{1}\right|_{m_{2} m_{3}}=1,  \tag{3}\\
& \left|k_{2} m_{1} m_{2}\right|_{m_{3}}=1 \tag{4}
\end{align*}
$$

It has been demonstrated in [4] that given any integer $B, m_{1}$, and $m_{2}$,

$$
\begin{equation*}
|B|_{m_{1} m_{2}}=m_{1}\left|\left\lfloor\frac{B}{m_{1}}\right\rfloor\right|_{m_{2}}+|B|_{m_{1}} \tag{5}
\end{equation*}
$$

This property is used in the proof of one of our theorems.

## III. $\left\{2^{2 n+1}-1,2^{2 n+1}, 2^{2 n}-1\right\}$ Moduli set

For a given RNS moduli set to be valid, it is required that all the elements in the moduli set are co-prime. Thus in order to prove that the proposed set can be utilized for the construction of valid RNS architecture, we have to demonstrate that the moduli $2^{2 n+1}-1,2^{2 n+1}$, and $2^{2 n}-1$ are pair-wise relatively prime.

Theorem 1: The moduli $2^{2 n+1}-1,2^{2 n+1}$, and $2^{2 n}-1$ are pair-wise relatively prime numbers.

## Proof:

From the Euclidean theorem, we have $\operatorname{gcd}(a, b)=$ $\operatorname{gcd}\left(b,|a|_{b}\right)$, therefore, $\operatorname{gcd}\left(2^{2 n+1}-1,2^{2 n+1}\right)=$ $\operatorname{gcd}\left(2^{2 n+1},\left|2^{2 n+1}-1\right|_{2^{2 n+1}}\right)=1$. Similarly,
$\operatorname{gcd}\left(2^{2 n+1}, 2^{2 n}-1\right)=\operatorname{gcd}\left(2^{2 n}-1,\left|2^{2 n+1}\right|_{2^{2 n-1}}\right)=$ 1. Again, $\operatorname{gcd}\left(2^{2 n+1}-1,2^{2 n}-1\right)=\operatorname{gcd}\left(2^{2 n}-\right.$ $\left.1,\left|2^{2 n+1}-1\right|_{2^{2 n}-1}\right)=1$ Thus, from these results, it can be concluded that the moduli set $\left\{2^{2 n+1}-1,2^{2 n+1}, 2^{2 n}-1\right\}$. contains relatively prime moduli and it is a valid RNS moduli set.

## IV. Reverse Conversion Algorithm

Given the RNS number representation $\left(x_{1}, x_{2}, x_{3}\right)$ for the moduli set $\left\{2^{2 n+1}-1,2^{2 n+1}, 2^{2 n}-1\right\}$, we propose an algorithm that computes its decimal equivalent based on New CRT in [13].

Theorem 2: Given the $\left\{2^{2 n+1}-1,2^{2 n+1}, 2^{2 n}-1\right\}$ moduli set, the following hold true:

$$
\begin{equation*}
\left|\left(2^{2 n+1}-1\right)^{-1}\right|_{\left(2^{2 n+1}\right)\left(2^{2 n}-1\right)}=2^{2 n+1}-1 \tag{6}
\end{equation*}
$$

$$
\begin{equation*}
\left|\left(\left(2^{2 n+1}-1\right)\left(2^{2 n+1}\right)\right)^{-1}\right|_{\left(2^{2 n}-1\right)}=2^{2 n-1} \tag{7}
\end{equation*}
$$

Proof: If it can be demonstrated
$\left|\left(2^{2 n+1}-1\right) \times\left(2^{2 n+1}-1\right)\right|_{\left(2^{2 n+1}\right)\left(2^{2 n}-1\right)} \quad=\quad 1$, then $2^{2 n+1}-1$ is the multiplicative inverse of $2^{2 n+1}-1$ with respect to $\left(2^{2 n+1}\right)\left(2^{2 n}-1\right)$. $\left|\left(2^{2 n+1}-1\right) \times\left(2^{2 n+1}-1\right)\right|_{\left(2^{2 n+1}\right)\left(2^{2 n}-1\right)}=$ $\left|2^{4 n+2}-2^{2 n+2}+1\right|_{2^{4 n+1}-2^{2 n+1}}=$ $\left|2^{2 n+2}-2^{2 n+2}+1\right|_{2^{4 n+1}-2^{2 n+1}}=0+1=1$.
Similarly, $\left|\left(2^{2 n+1}-1\right) \times\left(2^{2 n+1}\right) \times\left(2^{2 n-1}\right)\right|_{\left(2^{2 n}-1\right)}=$ $\left|\left(2^{2 n+1}-1\right) \times\left(2^{4 n}\right)\right|_{\left(2^{2 n}-1\right)}=\left|\left(2^{2 n+1}-1\right)\right|_{\left(2^{2 n}-1\right)}=1$. Thus (7) and (8) holds true.

Theorem 3: The decimal equivalent of the RNS number $\left(x_{1}, x_{2}, x_{3}\right)$ with respect to the moduli set $\left\{m_{1}, m_{2}, m_{3}\right\}$ in the form $\left\{2^{2 n+1}-1,2^{2 n+1}, 2^{2 n}-1\right\}$, can be computed as follows:
$X=x_{1}+\left(2^{2 n+1}-1\right)\left(2^{2 n+1}\right) w+\left(2^{2 n+1}-1\right)\left|x_{1}-x_{2}\right|_{2^{2 n+1}}$,
where, $w=\left|\left\lfloor x_{2}-x_{1}+2^{2 n-1} x_{3}-2^{2 n-1} x_{2}\right\rfloor\right|_{2^{2 n}-1}$.

## Proof:

Substituting (6) and (7) into (2), we obtain

$$
\begin{align*}
X & =x_{1}+\left(2^{2 n+1}-1\right) \mid\left(2^{2 n+1}-1\right)\left(x_{2}-x_{1}\right) \\
& +\left.\left(2^{2 n-1}\right)\left(2^{2 n+1}\right)\left(x_{3}-x_{2}\right)\right|_{\left(2^{2 n+1}\right)\left(2^{2 n}-1\right)} . \tag{9}
\end{align*}
$$

Simplifying further,

$$
\begin{array}{r}
X=x_{1}+\left(2^{2 n+1}-1\right) \mid\left(2^{2 n+1}-1\right)\left(x_{2}-x_{1}\right)+ \\
\left.\left(2^{4 n}\right)\left(x_{3}-x_{2}\right)\right|_{\left(2^{2 n+1}\right)\left(2^{2 n}-1\right)} . \tag{10}
\end{array}
$$

Rewriting (10), we have:

$$
\begin{equation*}
X=x_{1}+\left(2^{2 n+1}-1\right)|T|_{\left(2^{2 n+1}\right)\left(2^{2 n}-1\right)}, \tag{11}
\end{equation*}
$$

where

$$
\begin{equation*}
T=\left(2^{2 n+1}-1\right)\left(x_{2}-x_{1}\right)+\left(2^{4 n}\right)\left(x_{3}-x_{2}\right) . \tag{12}
\end{equation*}
$$

Applying (5) to (11), we obtain:

$$
\begin{equation*}
X=x_{1}+\left(2^{2 n+1}-1\right)\left(2^{2 n+1}\right) w+\left(2^{2 n+1}-1\right) C, \tag{13}
\end{equation*}
$$

where,

$$
\begin{align*}
w & \left.=\| \frac{T}{2^{2 n+1}}\right\rfloor\left.\right|_{2^{2 n}-1} \\
& \left.=\| x_{2}-x_{1}+2^{2 n-1} x_{3}-2^{2 n-1} x_{2}\right\rfloor\left.\right|_{2^{2 n}-1} \tag{14}
\end{align*}
$$

and

$$
\begin{equation*}
C=\left|x_{1}-x_{2}\right|_{2^{2 n+1}} . \tag{15}
\end{equation*}
$$

Further simplification gives,

$$
\begin{equation*}
X=x_{1}+2^{4 n+2} w-2^{2 n+1} w+2^{2 n+1} C-C, \tag{16}
\end{equation*}
$$

where all the parameters remain as defined.
We can further reduce the hardware complexity by making use of the following properties to simplify (16) [7].

Property 1: The multiplication of a residue number by $2^{k}$ in modulo $\left(2^{p}-1\right)$ is computed by a $k$ bit circular left shift.

Property 2: A negative number in modulo $\left(2^{p}-1\right)$ is calculated by subtracting the number in question from ( $2^{p}-1$ ). In binary representation, the one's complement of the number gives the result.

Let the residues $\left(x_{1}, x_{2}, x_{3}\right)$ have the binary representation as follows:

$$
\begin{gather*}
x_{1}=\left(x_{1,2 n} x_{1,2 n-1} \ldots x_{1,1} x_{1,0}\right)  \tag{17}\\
x_{2}=\left(x_{2,2 n} x_{2,2 n-1} \ldots x_{2,1} x_{2,0}\right)  \tag{18}\\
x_{3}=\left(x_{3,2 n-1} x_{3,2 n-2} \ldots x_{3,1} x_{3,0}\right) . \tag{19}
\end{gather*}
$$

In (14), the various parameters are simplified using Property 1 and 2 as follows:

$$
\begin{align*}
v_{1} & =\left|x_{2}\right|_{2^{2 n}-1} \\
& =\left|\left(x_{2,2 n} x_{2,2 n-1} \ldots x_{2,0}\right)\right|_{2^{2 n}-1} \\
& =(\underbrace{x_{2,2 n-1} x_{2,2 n-2} \ldots x_{2,0} \wedge x_{2,2 n}}_{2 n})  \tag{20}\\
\left|-x_{1}\right|_{2^{2 n}-1}= & \left|v_{2}^{\prime}+v_{2}^{\prime \prime}\right|_{2^{2 n}-1} \\
& v_{2}^{\prime}=(\underbrace{11 \ldots 11 x_{1,2 n}}_{2 n}) \tag{21}
\end{align*}
$$

$$
\begin{equation*}
v_{2}^{\prime \prime}=(\underbrace{\bar{x}_{1,2 n-1} \bar{x}_{1,2 n-2} \ldots \bar{x}_{1,0}}_{2 n}) \tag{22}
\end{equation*}
$$

$$
\begin{align*}
\left|-2^{2 n-1} x_{2}\right|_{2^{2 n}-1} & =\left|v_{4}^{\prime}+v_{4}^{\prime \prime}\right|_{2^{2 n}-1} \\
v_{4}^{\prime} & =(\underbrace{x_{2,2 n} 11 \ldots 11}_{2 n}) \tag{24}
\end{align*}
$$

$$
\begin{equation*}
v_{4}^{\prime \prime}=(\underbrace{\bar{x}_{2,0} \bar{x}_{2,2 n-1} \ldots \bar{x}_{2,1}}_{2 n}) \tag{25}
\end{equation*}
$$

Now, let us rewrite (14) as :

$$
\begin{align*}
w & \left.=\| \frac{T}{2^{2 n+1}}\right\rfloor\left.\right|_{2^{2 n}-1} \\
& \left.=\| v_{1}+v_{2}^{\prime \prime}+v_{3}+v_{4}^{\prime \prime}+v_{4}^{\prime}+v_{2}^{\prime}\right\rfloor\left.\right|_{2^{2 n}-1} \tag{26}
\end{align*}
$$

where, $T, v_{1}, v_{2}^{\prime \prime}, v_{3}, v_{4}^{\prime \prime}, v_{4}^{\prime}$, and $v_{2}^{\prime}$ are representing (12), (20), (22), (23), (25), (24) and (21), respectively.

Similarly,

$$
C=x_{1,2 n} x_{1,2 n-1} \cdots x_{1,1} x_{1,0}+\bar{x}_{2,2 n} \bar{x}_{2,2 n-1} \ldots \bar{x}_{2,1} \bar{x}_{2,0} .
$$

## V. Hardware Realization and Performance Comparison

The hardware structure of the proposed reverse converter for the Moduli set $\left\{2^{2 n+1}-1,2^{2 n+1}, 2^{2 n}-1\right\}$, is based on (13) and (26). The realization of (13) is as a result of the reduction of modulo $\left(2^{2 n+1}\right)\left(2^{2 n}-1\right)$ operation in (11) into two modulo operations in parallel. One is based on $2^{2 n+1}$ and the other is based on $2^{2 n}-1$. Also, the operand $T$ is reduced to $\left\lfloor\frac{T}{2^{2 n+1}}\right\rfloor$ without any additional hardware required. It must be noted that, $\left|x_{1}-x_{2}\right|_{2^{2 n+1}}$ is a truncation and a $(2 n+1)$ Least Significant Bits (LSB) of $T$, while the floor of $T$, i.e., $\left|\left\lfloor\frac{T}{2^{2 n+1}}\right\rfloor\right|_{2^{2 n}-1}$ is the remaining part after the truncation. Also, since $T$ is a $(4 n+1)$ bit number, $\left|\left\lfloor\frac{T}{2^{2 n+1}}\right\rfloor\right|_{2^{2 n-1}}$ is the $2 n$ Most Significant Bit (MSB) of $T$.

The parameters $v_{1}, v_{2}^{\prime \prime}, v_{3}, v_{4}^{\prime \prime}, v_{4}^{\prime}$, and $v_{2}^{\prime}$ in (26) are added by 4 cascaded $2 n$ bit Carry Save Adders (CSAs) with endaround carries (EACs) resulting in the values $s_{4}$ and $c_{4}$ which are further reduced to one number $w$ by modulo $2^{2 n}-1$ carry propagate adder in $(4 n) t_{F A}$ delay. The floor of the parameters in (26) must be added modulo $2^{2 n}-1$. Again, to speed up the
computation process in (14), we anticipate two cases. For case 1 , if $x_{2}-x_{1}+2^{2 n-1} x_{3}-2^{2 n-1} x_{2}<0$, then $2^{2 n+1}\left\lfloor\frac{T}{2^{2 n+1}}\right\rfloor=0$, reducing (16) drastically in terms of computational load. Case 2 invovles all the parameters in the addition modulo $2^{2 n}-1$. Similarly, in parallel, $x_{1}$ and $x_{2}$ are addded with CPA1 with EAC with a conversion time of $2(2 n+1) t_{F A}$. Simultaneously, the other branch which involves the addition of 4 cascaded $2 n$ bit CSAs results in $(4 n+6) t_{F A}$ delay. Hence, the proposed converter has $(4 n+6) t_{F A}$ delay.

It is interesting to note that, some of the operands in (26) result in the reduction of FAs to HAs. Since, (21) has $(2 n-1)$ bits of 1's and (24) also has $(2 n-1)$ bits of 1 's, $(2 n)$ of the Full Adders (FAs) in the CSA with EAC are reduced to $(2 n-1)$ HAs in CSA2 operands. This means that the proposed converter uses $(8 n+2)$ FA and $(4 n-2)$ HA area resources. The final result is computed based on (16) just by a shift and concatenation operation involving $w, C$, and $x_{1}$. The overall structure of the proposed converter is presented in Figure 1. We note that the operand preparation units do not require any additional hardware and do not induce any extra delay as they just concatenate and place the bits in the right position by proper wire routing.

The performance of the proposed reverse converter is evaluated theoretically in terms of conversion time and area cost. The hardware utilization of our proposal is computed in terms of Full Adders (FAs) and Half Adders (HAs). We compare our proposal with equivalent best known state of the art reverse converters presented in [20] and [22]. In [22], two four-moduli sets $\left\{2^{n}+1,2^{n}-1,2^{n}, 2^{2 n+1}-1\right\}$ and $\left\{2^{n}+1,2^{n}-1,2^{2 n}, 2^{2 n+1}-1\right\}$ were investigated. For easy reference, [22]-I denotes $\left\{2^{n}+1,2^{n}-1,2^{n}, 2^{2 n+1}-1\right\}$ while [22]-II represents $\left\{2^{n}+1,2^{n}-1,2^{2 n}, 2^{2 n+1}-1\right\}$.

We note that for reverse converters with different moduli sets to be fairly compared, the moduli sets should provide the same dynamic range. That notwithstanding, we compare our proposal with similar dynamic range moduli set and other existing lesser dynamic range moduli sets. The performance of our converter and of equivalent state of the art is presented in Table 1.

The proposed reverse converter requires a delay of $(4 n+6) t_{F A}$ while the best known $6 n$ bit DR [22]-I has $(8 n+2) t_{F A}$ delay. In terms of area, our proposal utilizes $8 n+2$ FAs , $4 n-2$ HAs, while the best known state of the art requires $(16 n+1)$ FAs. To simplify the area comparison we assumed that one FA has an area about twice as large than the HA and expressed the area cost for all the considered designs in terms of HAs. One can observe in the Table that our converter outperforms all the counter candidates in terms of area and delay. In particular, for the same $6 n \mathrm{DR}$, our proposal provides a $2 \times$ speedup and $37.5 \%$ area reduction when compared with the converter corresponding to the moduli set [22]-II. Overall, considering the $\Delta \tau^{2}$ metric, our proposal demonstrates about $84.4 \%$ improvement over the state of the art.


Fig. 1. Block diagram for the Proposed Converter

## VI. Conclusions

In this paper, we introduced a new moduli set $\left\{2^{2 n+1}-1,2^{2 n+1}, 2^{2 n}-1\right\}$ which contains only low-cost moduli and has a large dynamic range. A novel and effective reverse converter is proposed based on the New CRT. Additionally, we further simplified the resulting architecture in order to obtain a reverse converter that utilizes 4 levels of CSAs namely, CSA1, CSA2, CSA3, and CSA4 together with two CPAs i.e., CPA1 and CPA2. The proposed converter is purely adder based and memoryless. Theoretically speaking, our proposal has a delay of $(4 n+6) t_{F A}$ with an area cost of $(8 n+2) F A s$ and $(4 n-2) H A s$. We compared the proposed reverse converter with state of the art converters for similar or equal dynamic range RNS and our analysis indicate that for the same dynamic range the best state of the art converter requires $(16 n+1) F A s$ and exhibits a delay of $(8 n+2) t_{F A}$. This indicates that, theoretically speaking, our proposal achieves about $37.5 \%$ area reduction and its about 2 times faster. Moreover, the metric product of area and the square of the delay is improved up to about $84.4 \%$ over the state of the art.

Table 1. Area and Delay Comparison

| Converter | $\left\{2^{2 n+1}-1,2^{n}, 2^{n}-1\right\}$ | $\left\{2^{n}+1,2^{n}-1,2^{n}, 2^{2 n+1}-1\right\}$ | $\left\{2^{n}+1,2^{n}-1,2^{2 n}, 2^{2 n+1}-1\right\}$ | Proposed |
| :--- | :--- | :--- | :--- | :--- |
| DR | $4 n$ | $5 n$ | $6 n$ | $6 n$ |
| FA | $9 n+2$ | $5 n+4$ | - | $16 n+1$ |
| HA | $-13 n+2$ | - | $8 n+2$ |  |
| Area Cost in HA $(\Delta)$ | $23 n+8$ | $26 n+4$ | $32 n+2$ | $4 n-2$ |
| Delay $(\tau)$ | $(7 n+7) t_{F A}$ | $(8 n+1) t_{F A}$ | $(8 n+2) t_{F A}$ | $20 n+2$ |
| $\Delta \tau^{2}$ | $\approx 1127 n^{3}$ | $\approx 1664 n^{3}$ | $\approx 2048 n^{3}$ | $\approx 320 n^{3}$ |
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