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Abstract

Although many techniques have been proposed for power reduction in field-
programmable devices (FPDs), they are all based on conventional logic elements
(LEs). In the conventional LE, the output of the combinational logic (e.g.
the lookup table (LUT) in many FPGAs) is connected to the input of the
storage element; while the D flip-flop (DFF) is always clocked even when it
is not necessary. Such unnecessary transitions waste power. To address this
problem, we propose a novel low power LE. The differences between our LE
and the conventional LE are in the type of flip-flops used and the internal
organization. Instead of using DFFs, we use T flip-flops with the input T
permanently connected to logic value one. Instead of connecting the output of
the combinational logic to the input of the FF, we connect it to the clock input
of the FF. Transistor-level circuit simulations on MCNC benchmark circuits
indicate that the FPD using the proposed LEs not only consumes up to 42%
less total power by avoiding the unnecessary activities of the clock, logic, and
interconnect, but performs up to 33% faster than the FPD using conventional
LEs.



1 Introduction

The advantages of using field-programmable devices (FPDs) are instant manu-
facturing turnaround, low start-up costs, low financial risk and ease of design
changes [2]. However to get these benefits, the users need to pay the addi-
tional costs: higher power consumption (approximately 12x bigger dynamic
power), larger silicon areas (40x more required area) and lower operating speeds
(3.2x slower) compared to the ASICs [7]. Higher power consumption requires
higher packaging cost [3][8][11], shortens chip life-times[3], requires expensive
cooling systems[3][8][11], decreases system reliability [11] and prohibits battery
operations[3][8][11]. Therefore, it is a critical to reduce the FPDs power con-
sumption.

Many techniques have been proposed for power reduction in FPDs. How-
ever, all existing techniques to reduce power still target what we call a ”conven-
tional logic element”. This conventional logic element (LE) has been used by
researchers of FPDs since it was patented by Birkaner and Chua in 1978 [1]. Al-
though FPDs have been improved significantly since the original proposal, they
still make use of a proposal dated 1978 that may need to be reconsidered. The
conventional LE contains the combinational logic (e.g. the lookup table LUT
in FPGAs) and the storage element (D flip-flop). The output of the combina-
tional logic is connected to the input of the storage element; the clock input of
D flip-flop (DFF) is connected to the clock signal. Since the DFF clock input is
connected directly to the clock signal, the DFF is always clocked even when it is
not necessary. For example, when D = Q, the DFF does not need to be clocked.
This unnecessary transition wastes power in FPDs using the conventional LEs.
This is related to the fact that even low-power flip-flops consume power during
logic transition from zero-to-zero and from one-to-one as shown in [102].

To solve this problem, we propose a novel LE for reduced FPDs power con-
sumption. The proposed LE can be used in any kinds of FPDs: Simple PLDs
(SPLDs), Complex PLDs (CPLDs) as well as Field-Programmable Gate Arrays
(FPGAs). The differences between our LE and the conventional LE are in the
type of flip-flops and the internal organization. Instead of using D flip-flops, we
use T flip-flops with input T at logic one (T=1). This is related to the fact that
designing sequential circuits using TFFs is more power efficient than DFFs as
reported in [101]. Instead of connecting the output of the combinational logic
to the input of the FF, we connect the output of the combinational logic to
the clock input of the FF. As a result, the LE has an ability to not propagate
unnecessary clock transitions without any additional clock gating controller.

The main benefit of the proposed LE is its ability to avoid totally unnecessary
clock transitions without any additional clock gating controller. Since unnec-
essary clock transitions are avoided, the clock power is reduced. By avoiding
unnecessary clock transitions, the overall switching activity inside the LEs is
also reduced. As a result, FPDs using the proposed LEs consume less logic
power (total power inside LEs) compared to FPDs using conventional LEs. Be-
cause of the reduced activity inside the LEs, the interconnect activity among
LEs is also reduced. Since our approach does not require additional controller
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to stop clock activity, additional power and area are also saved.
In conventional LEs, the FF is ready to be clocked when the input D has a

stable logic value from the output of the combinational logic determined by the
FF setup time. In our LEs, since the input T of the FF is always in logic one, the
FF is always ready to be clocked. As a consequence, logic circuits implemented
using our LEs can be clocked faster than logic circuits using conventional LEs.

The Microelectronic Center of North Carolina (MCNC) benchmark circuits
[4] are used to evaluate FPDs using proposed LEs compared to FPDs targeting
conventional LEs in 45 nm BSIM4 CMOS technology [6]. We use LTSPICE tools
[5] for transistor-level circuit simulations with nominal supply voltage VDD of
1.2. The evaluation is performed in terms of total power, logic power, clock
power, interconnect power, dynamic power, static power, speed, and area. The
main contributions of this report are:

• a novel low power LE for FPDs;

• up to 42 % of total power reduction for the MCNC benchmarks by avoiding
unnecessary activities: clock, logic, and interconnect;

• up to 33 % performance improvement due to the ”always ready” flip-flops.

The remainder of this report is organized as follows. In Section 2, we give a
review of related work in reducing power for FPDs. Our proposed LE to reduce
power is presented in Section 3. In Section 4, we evaluate our proposed LE.
Finally, in Section 5, we summarize the report.

2 Related work

Modern FPGAs contain embedded hardware blocks, such as: multipliers, DSPs,
and memories. It is reported in [7] [18] that by mapping designs to these blocks
can reduce power consumption. The design that uses hard blocks requires less
interconnection. As a result, static and dynamic power consumptions are re-
duced.

Adding programmable delay circuits into configurable logic blocks is reported
in [25] to reduce power consumption in FPGAs. The generation of glitches is
avoided by aligning the arrival times of signals using the proposed programmable
delay circuits. As a result, the glitched are reduced for minimizing dynamic
power consumption.

To reduce dynamic power consumption in FPGAs, circuits are pipelined in
[21] [22] [23]. This technique reduces the number of levels of the circuit between
registers by dividing the circuit into stages. A circuit with lower levels tends to
produce fewer glitches. Since a circuit with fewer glitches consumes less dynamic
power, the power consumption is reduced.

Reducing power consumption in FPGAs by inserting negative edge triggered
flip-flops at the outputs of selected LUTs to block glitches for propagating fur-
ther is reported in [28]. Since the technique produces a circuit with fewer gliches,
the dynamic power consumption is reduced.
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Retiming can be used to reduce dynamic power consumption in FPGAs [24].
The idea is to redistribute registers along a signal path without changing the
functionality of the circuit. By doing so, the logic between registers is minimized,
hence reducing glitches. As a result, the dynamic power consumption is reduced.

The bit-widths of the internal signals of circuits can be optimized to reduce
dynamic power consumption. A circuit with shorter bit-widths consumes less
power. This approach applied in FPGAs is reported in [29] [30].

Clock gating is used to reduce dynamic power consumption by selectively
blocking the circuit local clock when no state or output transition takes place.
The clock gating controller is needed for detecting the conditions of the observed
circuit. Based on these conditions, the clock gating controller can know the
exact time when it can stop clock signal to be transported to the specific circuit
for power saving. It is used in FPGAs [31] [32] [33] [34] [18] [35] [36] [37]
and CPLDs [38]. This technique is supported by commercial CAD tools from
Xilinx as reported in [34]. In [37], an asynchronous FPGA with clock gating is
proposed.

Powering FPGAs with variable supply voltage can also be used to reduce
power consumption [39]. This method is referred as dynamic voltage scaling
(DVS). Since there is a quadratic relationship between supply voltage and dy-
namic power, reducing the voltage will significantly reduce the dynamic power.
Moreover, a cubic relationship between supply voltage and leakage power re-
duces significantly the leakage power.

Modern FPGAs have the ability to reconfigure part of their resources with-
out interrupting the remaining resources at runtime. Hardware sharing can be
realized by utilizing this partial reconfiguration feature for power consumption
reduction . Power saving using this approach in FPGAs is reported in [103]
[104] [105] [106] [18] [40] [41].

Clock scaling is an approach to reduce power consumption by adjusting
operating clock frequency dynamically. Applying this approach in FPGAs is
reported in [42].

A lower threshold voltage transistor runs faster, but it consumes more power.
Multi-threshold voltage technique is to use higher threshold voltage transistors
on noncritical paths to reduce static power, and low threshold voltage transistors
on critical paths to maintain performance. This technique has been applied in
commercial FPGAs as reported in [18] [43].

A lower capacitive circuit consumes less dynamic power. One of the ways to
reduce capacitance is to use a low-k dielectric material. This technique is used
by commercial FPGAs as shown in [18] [43].

A simple way to reduce both static and dynamic power is to scale down the
supply voltage. This has been applied in commercial FPGAs as reported in [18]
[43].

Building circuits with bigger size lookup tables (LUTs) needs less intercon-
nection between LUTs. As a result, interconnect power consumption is reduced.
This has triggered commercial FPGAs vendors to use bigger size LUTs as re-
ported in [18] [20].

Power gating is a technique to reduce power consumption by temporarily
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turning off circuits that are not in use. It is applied in FPGAs [44] [45] [46] [47]
[48]. This technique is used in commercial products, such as: Atmel PLDs [50],
Altera CPLDs [51], Actel FPGAs [52], QuickLogic FPGAs [53], Xilinx FPGAs
[18] , Altera FPGAs [49]. In [45], an asynchronous FPGA with autonomous
fine-grain power gating is proposed. How to partition a design to better benefit
from power gating technique is reported in [48].

Conventional single-edge-triggered flip-flops respond only once per clock
pulse cycle. To reduce power consumption, a flip-flop that can respond to both
the positive and the negative edge of the clock pulse (double-edge-triggered flip-
flops) was proposed in [54]. This technique is used in Xilinx CPLDs to reduce
power consumption [55].

Since SRAM memory is volatile, SRAM-based FPGAs need to be recon-
figured before usage. This reconfiguration consumes power. In contrast, the
flash-based FPGAs (e.g. Actel FPGA [52]) that use non-volatile memory can
be operated directly without reconfiguration.

Powering FPGAs with two different supply voltages (dual-Vdd) can also re-
duce power consumption as reported in [8] [56] [57] [58] [59] [60]. It is to use
lower supply voltage on noncritical paths to reduce power, and higher supply
voltage on critical paths to maintain performance. Algorithms for Vdd assign-
ment are presented in [58] [59]. [60] combines concurrently this technique with
retiming to better reduce power consumption in FPGAs.

Reordering input signals to LUTs can reduce dynamic power consumption
in FPGAs. By doing so, we can minimize the switching activity inside LUTs
as reported in [61]. Since power consumption depends linearly on switching
activity, reducing this results in power consumption improvement.

Power consumption in FPGAs can be reduced by dividing a finite state ma-
chines (FSM) into two smaller sub-FSMs using a probabilistic criterion [62]. The
idea is to activate only one sub-FSM at a time, meanwhile the other is disabled
for power reduction. Choosing state encoding of FSMs for power reduction in
FPGAs is reported in [63] [64]. The idea is to minimize the bit changes during
state transitions for reducing switching activity, hence minimizing the dynamic
power consumption.

Using a diagonally symmetric interconnect pattern in Virtex-5 FPGAs can
reduce number of interconnect routing hops as reported in [65]. As a result, the
interconnect power consumption is reduced.

Since not all inputs of LUTs are used in real FPGA designs, leakage power
can be reduced by shutting off SRAM cells and transistors associated with
unused LUT inputs as reported in [11].

Using LUTs that have an ability to operate in two different modes (high-
performance and low-power) can be used for leakage power reduction as reported
in [66]. The idea is to use some transistors for lowering supply voltage across
input inverters of LUTs during low power operation mode. Since not all LUTs
need to be operated in high-performance mode, the leakage power is reduced.

Resources used by tasks cannot be turned off after configuration, consum-
ing leakage power. Therefore in runtime systems using partially reconfigurable
devices, tasks need to be operated as soon as possible after configuration. This
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technique for leakage power reduction in FPGAs is reported in [67].
Since leakage power in multiplexers is dependent on their input states, se-

lecting polarities for logic signals (i.e. inverted or not) so that the multiplexers
are operated in low-leakage states in the majority of time can be used to reduce
leakage power in FPGAs [68]. To reduce more leakage power, the work in [68] is
extended by [69]. In [69], not only polarity is considered to achieve low leakage
states, but also the order of input signals to LUTs is modified to have a better
leakage power reduction. It is different from [61] that targets dynamic power,
the work in [69] targets static power by reordering input signals to LUTs. Since
the leakage power is state dependent [70], changing this state results leakage
power reduction.

Redesigning routing switches can be used to reduce overall power consump-
tion in FPGAs. Routing switches that can operate in three different modes:
high-speed, low-power or sleep is reported in [71]. Using dual-Vdd-dual-Vt
routing switches for reducing interconnect power is presented in [72]. Applying
dual-vdd and power gating techniques for routing switches is proposed in [73].

A circuit in high-level synthesis(HLS) can be implemented by combining
functional units, such as: multipliers, adders, multiplexers, etc. Each functional
unit can be realized using one of varied implementations. Each implementation
requires a certain area and runs at a specific speed with required power con-
sumption. To reduce power consumption, we need to choose the best design
for a given circuit that can meet timing requirement with minimal power. HLS
algorithms for minimizing power consumption in FPGAs are reported in [74]
[75].

Logic synthesis in FPGAs is a process of transforming a given design (coded
in schematic or HDL) into a gate-level circuit. Considering switching activity
during logic synthesis for FPGAs to reduce power consumption is presented in
[76]. The idea is to minimize switching activity during logic synthesis. As a
result, the power consumption is reduced.

Technology mapping in FPGAs is a process of transforming a given circuit
into a circuit that only consists of LUTs. The way we map circuits into FPGAs
can affect the power consumption. The algorithms to perform this process for
power reduction are presented in [77] [78] [79] [80] [81]. The main idea is to pack
nodes with high switching activity inside LUTs. By doing so, we can minimize
power needed to transport signals of nodes among LUTs. To better estimate the
switching activity, glitches are considered during technology mapping in [27].

Transformation by changing the functionalities of LUTs with rerouting [82]
and without rerouting [83] can be used to reduce power consumption in FPGAs.
[82] performs the transformation after technology mapping by reducing switch-
ing densities of the outputs of the LUTs, whereas [83] transforms the design
after mapping, placement, and routing by considering switching activity and
capacitance at the outputs of the LUTs.

Clustering logic blocks in FPGAs can affect reduction in power consumption.
Clustering reduces the usage of interconnect resources. As a result, it reduces
interconnect power. The optimal number of logic elements per cluster for power
reduction is 12 as reported in [84]. The way we cluster a circuit into an FPGA
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can affect the power consumption. The clustering algorithms to reduce power
consumption are presented in [85] [86]. The main idea in [85] is to minimize
intercluster connections for reducing interconnection power. Clustering for FP-
GAs with dual-Vdd is shown in [86]. Assigning noncritical paths to clusters
with low power supply voltage is the key idea of [86].

Placement algorithms to reduce power consumption in FPGAs are presented
in [87] [88] [89]. The main idea is to add estimated dynamic power into cost
function of the placement algorithms. As a result, dynamic power is reduced
during placement. A placement algorithm that takes into account the cost of
using clock network resources to reduce power consumed by clock network is
reported in [89].

Routing algorithms to reduce power consumption in FPGAs are reported
in [87] [26]. Assigning nodes with high switching activity to low-capacitance
routing resources is the main idea behind the routing algorithm for reducing
interconnect power in [87]. A routing that can balance arrival times of the
inputs of the same LUTs to reduce power consumption in FPGAs is proposed
in [26]. By doing so, the glitches are reduced. As a result, the dynamic power
consumption is minimized.

Combining power-aware technology-mapping, clustering, placement, and rout-
ing algorithms to reduce power consumption in FPGAs is reported in [90].

To reduce power during runtime reconfiguration, configuration memory with
two different types of memories [91] or runtime configurable memory with two
different modes [92] is proposed. One type(mode) is optimized for high speed
operation; whereas the other type(mode) is optimized for low power operation.
Tasks that do not require high speed reconfiguration can be reconfigured to the
low power one for power saving during reconfiguration.

Some signals in a digital circuit do not affect an output of the circuit for cer-
tain conditions. Stopping these signals to flow to the circuit at those conditions
for dynamic power saving in FPGAs is reported in [93] [94].

Choosing the best operating mode for each memory on FPGAs based on
prior knowledge of its dead intervals is reported in [95] to reduce leakage power
consumption. The memory can be operated in three operating modes: active,
drowsy, and sleep. The sleep mode is a condition when the power supply is
disconnected to the memory; whereas the drowsy mode is a condition when
the memory is connected to a lower supply voltage. The idea is to operate
the memory based on its dead intervals. The memory with long/medium/short
dead interval is operated on sleep/drowsy/active mode.

Constraining designs to be implemented on the specific regions within the
FPGA to minimize power consumed by clock networks is reported in [96]. The
idea is to place logic closer together for minimizing the clock network usage. As
a result, the FPGA power consumption is reduced.

Using nanoelectromechanical relays for programmable routing in FPGAs
is reported in [97] to reduce power consumption due to its zero leakage and
low on-resistance characteristics. Although it is more power efficient than the
conventional FPGA, it is not suitable for runtime reconfigurable systems due to
its large mechanical switching delay.
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Older generation FPGAs use dual-oxide process technology: thick oxide
transistors (slow transistors) for I/Os and thin oxide transistors (fast transistors)
for core. To reduce leakage power in FPGAs, triple-oxide process technology is
used in modern FPGAs (e.g. Virtex-4) [19] [18]. In these FPGAs, another type
of transistors with medium thickness oxide is dedicated for the configuration
memory and interconnect pass gates.

The leakage power consumed by an asymmetric SRAM cell depends on its
stored data. Since 87 % of the configuration memory cells in FPGAs store
logic zero in the real FPGA design [107], using asymmetric SRAM cells with
low leakage at logic zero for FPGAs to reduce leakage power consumed by
reconfiguration memory is reported in [107]. The idea is to select polarities
for logic signals (i.e. inverted or not) that can increase the number of zeros
stored on the configuration memory. Since the number of zeros is increased, the
number of memory cell that operates at low leakage is increased. As a result,
the leakage power consumed by the reconfiguration memory is reduced.

To reduce interconnect power, low-voltage swing interconnects are applied
for FPGAs in [108] [109]. Since the dynamic power consumption is linearly
proportional to the voltage swing, interconnect power is reduced by minimiz-
ing the voltage swing on interconnects. Because this technique degrades the
performance, in [108], the dual-edge triggered flip-flops are used to handle this
degradation. Applying low swing interconnects only on non-critical paths is
proposed in [109] to reduce the performance degradation of this technique.

Although many techniques presented above have been proposed for power
reduction in field-programmable devices (FPDs), all of them still use a conven-
tional LE as a basic building block. This conventional LE has been used by
FPDs since it was patented by Birkaner and Chua in 1978 [1].

3 Our Low Power Logic Element(LE)

The purpose of LEs in FPDs is to provide the basic programmable combina-
tional logic and storage elements used in digital logic systems. A LE contains a
combinational logic circuit generator (CLCG) and a storage element as shown in
Figure 1. The CLCG is used for the combinational function, while the storage
element is used for saving temporary results.

In conventional LEs, the output of CLCG is connected to the input of the
storage element as illustrated in Figure 1(a). The storage element in the con-
ventional LE is a D Flip-flop (DFF). Since the clock input of DFF is connected
to the clock signal, the DFF is always clocked. When the D input of DFF has a
different value compared to its output Q (D ̸= Q), the DFF needs to be clocked
for updating the storage data as presented in Figure 2(a). Otherwise, when
D = Q, the DFF does not need to be clocked. This unnecessary transition
wastes power in the conventional LEs.

To stop unnecessary clock transitions in conventional LEs, the clock gating
was introduced by some researchers [31], [32], and [33]. In clock gating, the
clock input of DFF is not anymore connected directly to the clock signal, but it
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Figure 1: Logic elements

is controlled by the clock gating controller as shown in Figure 2(b). The clock
gating controller blocks the clock signal for reaching DFFs clock inputs when
the DFFs should not be clocked (D = Q). As a result, the unnecessary clock
transitions can be avoided for power saving. The drawback of clock gating is
the need of additional controllers that consume additional area and power. To
reduce this overhead, the controller usually does not control an individual FF,
but it controls a group of FFs together. As a result, the clock gating cannot
stop all unnecessary clock transitions.

To solve above issues of conventional LEs, we propose a novel low power LE
depicted in Figure 1(b). The differences between our LE and the conventional
LE are in the type of FFs and the LE organization. Instead of using DFFs,
we use T flip-flops (TFFs) with the input T at logic one. The output of the
CLCG is connected to the FF clock input. No clock signal is directly connected
to the TFF; the clock signal is connected to the TFF through the CLCG when
required. In FPGAs, CLCGs are implemented using LUTs. In the case that one
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Figure 2: Basic operations of logic elements

of the inputs of the LUT is used for feeding the clock signal, the LUT capacity
is decreased. This will not be a problem, since not all inputs of LUTs are used
in real FPGA designs as reported in [11], we can use these unused inputs for
free to feed the clock signal.

The benefits of our LE are avoiding unnecessary clock transitions and no
additional clock gating controller as shown in Figure 2(c). The CLCG avoids
clock transitions to be propagated to an individual FF when the state of the
FF will not change. As a result, the unnecessary clock transitions are totally
avoided and hence power is reduced. Additional power and area are also saved
in comparison to the clock gating approach, since the additional controller is
not needed.

Although not shown in Figure 2 for clarity, the present state and inputs are
used to generate the next state function in the conventional one; while in our
circuit, the present state, inputs and clock signal are used to generate function
to control TFFs clocks. An a result, the way we design logic circuit will be
different compared to the conventional approach. We haven’t yet created an
automatic tool to design our circuits and performed all design steps by hand.
In conventional circuits, the data path, the control path, and the clock are
separated. In our circuits, all these paths are combined together into a single
path. We call this combined path as an unified path and our proposal as an
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unified path approach.
Running faster than the conventional one is another benefit of using our LEs

in FPDs. The FF can be clocked properly if its input is stable at least before
its setup time. In conventional LE, the input value of the DFF is not constant;
it depends on the output of the connected CLCG. In our LE, since the T input
of the TFF is constant (T = 1), the TFF is always ready to be clocked. As
a consequence, logic circuits implemented using our LEs can be clocked faster
than logic circuits using conventional LEs.

The timing diagrams of circuits using our LEs compared to the conventional
LEs are presented in Figure 3. In this figure, tpcq(DFF ) is the clock-to-Q propa-
gation delay of DFF; tpd(CLCG(Conv)) is the propagation delay of conventional
CLCG; tpd(CLCG(Our)) is the propagation delay of our CLCG; tsetup(DFF )
is the setup time of DFF; tpcq(TFF ) is the clock-to-Q propagation delay of
TFF. From this figure, we can obtain the clock period of the circuit using con-
ventional LEs as Tc(Conv) ≥tpcq(DFF ) + tpd(CLCG(Conv)) + tsetup(DFF )
(1) and the clock period of the circuit using our LEs as Tc(Our) ≥tpcq(TFF ) +
tpd(CLCG(Our)) (2). From (1) and (2), we can obtain the speedup as SPEEDUP =
Tc(Conv)
Tc(Our) = tpcq(DFF )+tpd(CLCG(Conv))+tsetup(DFF )

tpcq(TFF )+tpd(CLCG(Our)) (3). If tpcq(DFF ) = tpcq(TFF )
and tpd(CLCG(Conv)) = tpd(CLCG(Our)), the speedup becomes SPEEDUP =
1 + tsetup(DFF )

tpcq(TFF )+tpd(CLCG) (4).
Replacing some flip-flops with latches can speedup circuits up to 19 % [99],

reduce circuit area up to 22 % [98] and reduce power consumption up to 73 %
[98]. Not all flip-flops can be replaced by latches. This replacement can be done
if only if there is no transparency issue between the input and output of the
flip-flop. The improvement using this replacement depends on the number of
flip-flops that can be replaced by latches. Since the input of flip-flop in our LE
is constant (T = 1), the transparency between the input and output of the flip-
flop is not an issue anymore. As a result, replacement of flip-flops by latches is
easily applicable. By doing so, we can obtain additional power efficiency, lower
area, and faster designs.

If the input of circuit changes during clock at logic one, there is a possible
that this input generates a pulse that can change the state of TFF. To address
this problem, we can use pulsed clock signal. The width of pulsed clock signal
is set to be the minimum pulsed clock width of TFF. Since the pulsed clock
signal is so narrow, the possibility that inputs change during clock at logic one
is becoming very low. In case this very low possibility happens, the width of
pulses caused by inputs during clock signal at logic one is always less than the
width of the original pulsed clock signal. Since the width of this pulse is smaller
than the minimum pulsed clock width of TFF, the state of TFFs will not be
affected. As a result, the circuit will keep working properly. Another way to
handle this clocking issue is to register/synchronize the input with clock signal
before it goes to the actual circuit. Since inputs are synchronized, the changing
of input during clock at logic one will be ignored by the circuit. However,
this requires additional logic, latency and power. In this work, we performed
experiments using a pulsed clock solution.
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4 Evaluation

4.1 Experimental setup

To evaluate the proposed LE, transistor-level circuit simulations were performed
using LTSPICE tools [5] and 45 nm BSIM4 CMOS device models [6] with nom-
inal VDD of 1.2. Since transistor-level simulations are used, glitches are au-
tomatically taken into account. The MCNC benchmark circuits [4] were used
for our study. Since our proposal is new, no CAD tools (high level synthesis,
technology mapping, place and route tools) are available for targeting FPDs
using the proposed LE. For that reason, we performed all design steps by hand.
This is also why we did not evaluate our proposal with all MCNC benchmark
circuits; we only evaluated the proposal with the MCNC benchmark circuits
that were not too complex for hand design as shown in Table 1. Since our pro-
posal can save power only for circuits with storage elements, we only evaluate
our proposal based on MCNC benchmark circuits using storage.

Table 1: The MCNC benchmark circuits
Names Inputs Outputs States State transitions(STs) STs to same state
bbtas 2 2 6 24 10
dk27 1 2 7 14 0
lion 2 1 4 11 5
mc 3 5 4 10 5

shiftreg 1 1 8 16 2
tav 4 4 4 49 0

train4 2 1 4 14 7

Since the values of SRAM cells remain constant after configuration (no ad-
ditional dynamic power) and there is no difference in the number of SRAM cells
for FPDs using the conventional and our LEs (same additional static power),
we do not model them in our experiments. We connect the internal signals
directly to VDD or ground depending on their contents. The ratio between the
transistor widths of nMOS tansistors and pMOS transistors in our experimental
circuits is Wp

Wn
= 3 to model worst case in terms of leakage power. To accurately

model LUTs, multiplexers, and routing circuits, we selected transmission-gate
based implementation as used by Xilinx commercial FPGAs patented in [100].
In this experiment, we assume unused resources can be turned off to model
power gating both for the conventional FPDs and our proposal.

First, we created experimental LE circuits both for the conventional and our
proposed LEs. The experimental LEs are presented in Figure 4. In this experi-
ment, an additional AND gate for feeding clock signal was used to make manual
implementation of the MCNC circuits easier. An experimental conventional LE
consists of a 4-Input LUT, a DFF, and an output multiplexer as illustrated
in Figure 4(a); while the proposed one consists of a 4-Input LUT, a TFF, an
output multiplexer, and an AND gate as shown in Figure 4(b). These two LE
circuits will be used for creating experimental FPD circuits.

Second, the LE circuits were combined with interconnection circuits to build
the completed FPD circuits. The interconnection circuits (fixed wires and pro-
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grammable switches) were used for connecting needed LE circuits which will be
used for creating benchmark circuits.

Finally, we implemented each MCNC benchmark circuit onto the FPDs using
conventional LEs and our LEs. MCNC circuits in Berkeley Logic Interchange
Format (BLIF) mapped for 4-input-LUT-based FPDs were used for implement-
ing circuits onto the FPD based on conventional LEs. We manually implemented
each MCNC benchmark circuit onto the FPD circuit using the proposed LEs.
In this step, we computed all of the functions needed for the LUTs in the new
LEs which are totally different from the functions of the conventional approach.
After that, we placed the computed functions onto LUTs of the FPD using
our proposed LEs and made needed interconnections for each MCNC circuit
by reconfiguring the FPD. The reconfigurations were done by modifying the
functionalities of the 4-Input LUTs, the output multiplexes, and the intercon-
nections.

Before we measured the needed performance parameters, all circuits have
been verified to make sure that our circuits have performed the same function
as the conventional one using the same test vectors for the same simulation
duration. This was done by comparing the simulation results between the two
implementations. After adopting a pulsed clock, all circuits using our LEs
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were found to work properly. The test vectors were chosen to represent all
combinations of input values.

The benchmark circuits were simulated to obtain the needed performance
parameters: power, speed, and area for each benchmark circuit. Area is in
terms of number of transistors required to implement the benchmark circuit
using FPD circuits. The breakdowns of total power which consists of logic
power (total power inside LEs), clock power, and interconnect power were also
obtained. To complete the power evaluation, we also analyzed the static and
dynamic powers. The evaluation was conducted at 500 MHz clock speed.

4.2 Experimental results

The experimental results of power consumption both for an FPD using conven-
tional LEs and an FPD using our LEs are depicted in Table 2 and Table 3. The
power reductions of an FPD using proposed LEs compared to an FPD using
conventional LEs as presented in Figure 5 were computed based on the results
from Table 2 and Table 3. Besides power evaluations, we also evaluate the area
overhead of the FPD using our proposed LEs compared to the FPD using con-
ventional LEs as shown in Figure 6. Moreover, the performance improvement
was also evaluated and is shown in Figure 7.

Table 2: Experimental results of Logic Power, Clock Power, and Interconnect
Power (µW)

Logic Power Clock Power Interconnect Power
Benchmarks Conv Our Conv Our Conv Our

bbtas 11357 9925 2320 811 2394 1002
dk27 39105 37642 2320 891 4188 2649
lion 5943 4460 1515 540 1507 627
mc 28204 25913 1515 559 2282 1374

shiftreg 3361 2975 2317 804 2171 777
tav 40505 39480 1522 641 3886 2970

train4 5576 4287 1514 538 1475 586

Table 3: Experimental results of Dynamic Power, Static Power, and Total Power
(µW)

Dynamic Power Static Power Total Power
Benchmarks Conv Our Conv Our Conv Our

bbtas 14461 9650 1610 2088 16071 11738
dk27 44166 39257 1447 1925 45613 41182
lion 8047 4390 918 1237 8965 5627
mc 30444 25970 1557 1876 32001 27846

shiftreg 6720 2948 1129 1608 7849 4556
tav 44034 40893 1879 2198 45913 43091

train4 7647 4174 918 1237 8565 5411

Since the FPD using the proposed LEs avoids unnecessary clock transitions,
it consumes up to 65 % less clock power compared to the FPD using conventional
LEs as shown in Figure 5. By avoiding unnecessary clock transitions, the activity
inside the proposed LE is also reduced. As a result, the FPD using proposed LEs
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has up to 25 % less logic power compared to the FPD using conventional LEs.
Because of less activity, the interconnect activity among LEs is also reduced. As
a consequence, the FPD using proposed LEs has up to 64 % less interconnect
power compared to the FPD using conventional LEs.

The FPD using our proposed LEs reduces up to 56 % dynamic power com-
pared to the FPD using conventional LEs by avoiding unnecessary activities:
clock, logic, and interconnect as presented in Figure 5. Since the proposed ex-
perimental LE has an additional AND gate, the FPD has up to 42 % higher
static power as shown in Figure 5 and up to 7 % bigger area compared to the
FPD using conventional LEs as presented in Figure 6. Since not all inputs of
LUTs are used in real designs as reported in [11], we can use these unused inputs
to feed the clock signal. In this case, we do not need the additional logic level
(the AND gate) for feeding the clock signal anymore.

Although the FPD using our LEs consumes more static power than the FPD
using conventional elements, the overall power consumption of the FPD using
our proposal is still less than the conventional one as shown in Figure 5. Since
the impact of increasing in static power is lower than the impact of reducing the
clock, logic, and interconnect powers, the FPD using our proposed LEs still can
reduce up to 42 % total power compared to the FPD using conventional LEs as
shown in Figure 5.

Circuits that go to the same state do not need to be clocked for power saving
is the basic idea of our approach. This means that we can get more power
reduction if the circuits frequently go to the same state. As shown in Table
1, the state of the storage elements in the dk27 and tav benchmark circuits
never goes to the same state. As a result, the total power reduction for these
benchmark circuits is smaller compared to other benchmark circuits.

In the conventional LE, the DFF can be clocked by clock signal if only if
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the input D is ready before the needed setup time for the FF to work properly.
In contrast, the TFF in our LE is always ready to receive clock signal since the
input T of its TFF is always ready at logic one. As a result, the FPD using
proposed LEs runs up to 33 % faster than the FPD using conventional LEs as
shown in Figure 7.

Table 4 shows the comparison between our solution and clock gating solu-
tions. Clock gating results are obtained from the original papers: [31], [32], and
[33]. This table shows that our proposal saves more power than clock gating
solutions. Moreover, our proposal generates faster designs than clock gated de-
signs. The area cannot be directly compared due to limited information in the
related papers.

Table 4: Comparison with clock gating solutions
Evaluation Our solution Clock Gating solutions

[31] [32] [33]
Total power reduction 6 - 42 % 5 - 33 % 6.2 - 7.7 % 1.8 - 27.9 %

Speed 23-33 % faster Not available 0 - 2 % slower 1.1 % faster
Area 2 - 7 % overhead Not available Not available Not available

5 Conclusions

In this report, we have proposed a novel low power logic element(LE) to replace
the conventional LE. Since unnecessary clock transitions are avoided, the clock
power is reduced by up to 65 %. By avoiding unnecessary clock transitions, the
activity inside the proposed LEs is also reduced. As a result, the FPD using the
proposed LEs consumes up to 25 % less logic power compared to the FPD using
conventional LEs. Because of activity reduction, the LEs interconnect power
is also reduced by up to 64 % compared to the FPD using conventional LEs.
Moreover, since we do not need an additional controller to stop clock activity,
additional power and area are reduced in comparison to clock gating approach.

In our LE, since the input T of the FF is always in logic one, the FF is always
ready to be clocked. As a consequence, the FPD using our proposed LEs not
only consumes up to 42% less total power by avoiding unnecessary activities:
clock, logic, and interconnect, but also it runs up to 33% faster than the FPD
using conventional LEs because of its ”always ready” flip-flops.

Some directions for future research are: (1) CAD tools development for
FPDs using the proposed LEs, (2) investigation of circuits using latches or
hybrid latches and flip-flops for FPDs.
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