Multiple Description Wavelet Coding for Scalable Video Transmission
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Abstract—Scalable video coding (SVC) and multiple description coding (MDC) are the two different adaptation schemes for video transmission over heterogenous and best-effort networks such as the Internet. We propose a new approach to encode video for unreliable networks with rate adaptation capability. Our proposed method groups 3D discrete wavelet transform coefficients in different descriptions and applies a modified embedded zero tree data for rate adaptation. The proposed method reduces the impact of the drift error by organizing the frames in a hierarchical structure.

Index Terms—Scalable Video Coding, Multiple Description Coding, Multimedia Transmission

I. INTRODUCTION

Heterogeneity in current-day networks (especially in the Internet), the unpredictability of traffic loads, and the varying delays on the client side, make it impossible to correctly determine a specific bit rate for a video stream [1]. Consequently, the encoder should either consider the lowest possible bit rate that guarantees delivery without delay or choose an encoding scheme which can adapt with the fluctuations in the bit rate range. This means that it should be possible to partially decode the video stream at the incoming bit rate and at the video quality associated with that bit rate. A solution to this problem is encoding the video data in a rate scalable scheme for enabling adaptation to the receiver rendering device or network data rate capacities. Increasing the video quality gradually is the common characteristic of all Scalable Video Coding (SVC) schemes. The quality increase is accomplished though the gradual increased availability of the data units that were encoded in a granular manner. It is clear that a gradual increase in the frame size, bit rate, or frame rate is achieved through adapting the granularity of a stream to the bit rate capability of the network. A fine granularity scalability scheme defines the video content in a multi-layer format where the existence of at least one layer (the base layer) containing the most basic data is required. The remaining layers (enhancement layers) add to the quality of the video [5].

A higher quality for a video is attained by increasing the number of layers decoded at the receiver side. The most important drawback of the multi-layer coding schemes is a problem called drift error. Drift error arises when the encoder uses the enhancement-layer information in the motion-prediction loop and the enhancement-layer information is not received by the decoder. Drift error can degrade the quality of the video dramatically. A similar problem may occur if parts of the transmitted data are lost due to network communication failure. Forward Error Correction (FEC) codes or Multiple Description Coding (MDC) usage are the most common solutions to the data loss problem. FEC methods are in contrast with the goal of SVC as they increase the data size by incorporating extra bits in the original data for error detection. In this paper we are proposing a method which combines scalable video coding techniques with multiple description coding for reducing the quality degradation in presence of packet loss or video scale-down. We also address the drift problem by introducing a hierarchical structure for reducing the length of the frame prediction chain in a group of pictures. This work is an extension to our paper published in the 7th International Conference on Digital Content, Multimedia Technology and its Applications [7]. The remaining parts of this paper have been organized as follows: Section II summarizes the previous work on reducing drift error effect in SVC. We also discuss the MDC methods used for reducing the packet loss error effect in this section. Section III gives the details of our proposed method. Section IV provides the experimental results of our method. We draw conclusions in Section V.

II. RELATED WORK

The drift error problem which is common to all multi-layer scalability schemes has been addressed by several researchers. H.264 standard tries to control the drift error by introducing a new concept called key frames [2]. Key frames are not necessarily intra-coded frames. By
introducing a hierarchical reference frame organization, H.264 allows all enhancement layer frames to utilize the references with the highest available quality for motion estimation, which enables a high coding efficiency for these key frames [9]. H.264 standard does not eliminate the drift error completely but minimizes its effect and limits it to the frames between two consecutive key frames [6]. The tradeoff between enhancement layer coding efficiency and drift error can be adjusted by the choice of the number of frames between two consecutive key frames or the number of hierarchy stages. The discrete wavelet transform (DWT) has been used for scalable encoding of still image and video multimedia as described in JPEG2000 [?]. Spatial oriented trees such as Embedded Zero Tree Wavelets (EZW) and Spatial Partitioning in Hierarchical Trees (SPIHT) are used for organizing wavelet coefficients in their importance order for scalability [?], [?]. A multiple description coder divides the video data into several bit-streams called descriptions which are then transmitted separately over the network. All descriptions are equally important and each description can be decoded independently from other descriptions which means that the loss of some of them does not affect the decoding of the rest. The accuracy of the decoded video depends on the number of received descriptions. [?]. Descriptions are defined by constructing $P$ non-empty sets summing up to the original signal $f$. Each set in this definition corresponds to a description. The sets however, are not necessarily disjoint. A signal sample may appear in more than one set to increase error resilience property of the video. Repeating a signal sample in multiple descriptions is also a way for assigning higher importance to some parts/signals of the video. The duplicate signal values increases the redundancy and hence the data size which results in reduced efficiency. Designing descriptions as partition does not necessarily mean that there is no redundancy in the data. In fact, designing the descriptions as a partition prevents extra bits to be added to the original data for error resilience but still the correlation between the spatially or temporally close data can be used for estimating the lost bits [10]. The estimation process is commonly referred to as error concealment and relies on the the preserved correlation in constructing the descriptions. Fine Granular Scalability FGS-based MDC schemes partition the video into one base layer and one or several enhancement layers. The base layer can be decoded independently from enhancement layers but it provides only the minimum spatial, temporal, or signal to noise ratio quality. The enhancement layers are not independently decodable. An enhancement layer improves the decoded video obtained from the base layer. MDC schemes based on FGS put base layer together with one of the enhancement layers at each description. This helps to partially recover the video when data from one or some of the descriptions are lost or corrupt. Repeating base layer bits in each descriptor is the overhead added for a better error resilience. In Forward Error Correction FEC-based MDC methods, it is assumed that the video is originally defined in a multi-resolution manner. This means if we have $M$ levels of quality, each one is adding to the fidelity of the video to the original one. This concept is very similar to the multi-layer video coding method used by FGS scheme. The main difference, however, is that there exist a mandatory order in applying the enhancements. In other words, it is sensitive to the position of the losses in the bitstream, e.g., a loss early in the bitstream can render the rest of the bitstream useless to the decoder. FEC-based MDCs aim to develop the desired feature that the delivered quality become dependent only on the fraction of packets delivered reliably. One method to achieve this is Reed Solomon block codes. Mohr, et al., [19] used Unequal Loss Protection (ULP) to protects video data against packet loss. ULP is a system that combines a progressive source coder with a cascade of Reed Solomon codes to generate an encoding that is progressive in the number of descriptions received, regardless of their identity or order of arrival. The main disadvantage of the FEC-based methods is the overhead added by the insertion of error correction codes [7]. Discrete Wavelet Transform DWT-based video coding methods are liable for applying multiple description coding. In the most basic method, wavelet coefficients are partitioned into maximally separated sets, packetized so that simple error concealment methods can produce good estimates of the lost data [11]. More efficient methods utilize Motion Compensated Temporal Filtering (MCTF) which is aimed at removing the temporal redundancies of video sequences. If a video signal $f$ is defined over a domain $D$, then the domain can be expressed as a collection of sub-domains $S_1; \ldots; S_n$ where the union of these sub-domains is a cover of $D$. Besides, a corrupt sample can be replaced by an estimated value using the correlation between the neighboring signal samples. Therefore, the sub-domains should be designed in a way that the correlation between the samples is preserved.

III. PROPOSED METHOD

Our proposed method involves using the scalability features of discrete wavelet transforms. The frames of a GOP pass through a Haar lifting stage. The splitting and prediction steps of the lifting process are repeated in several stages in a hierarchical structure. The drift error
is reduced considerably by applying this hierarchical structure. The general view of the hierarchical structure and the applied lifting method are depicted in Figure 1. The frames in a group of pictures (GOP) are organized in pairs and the second frame in each pair is predicted from the first frame. The first frames of the pairs from the first level are grouped in the next level of the hierarchy in pairs and the same prediction and wavelet encoding steps are applied to them. This means the first frames of the pairs which serve as the reference frames for the second frames at the same pair, are processed at a higher level where they are finally positioned as the second frame of a pair. This procedure is repeated at the following levels of the tree hierarchy. If only the lowest layer of the hierarchy is considered, the drift error is limited to one frame as the second frame at each pair is predicted and obtained using the first frame of the same pair. However, any accuracy change in the second layer affects the first frames of each pair in the lowest layer and therefore the error is accumulated. The worst case situation is when error is introduced in the topmost layer of the hierarchy which affects the whole tree. However, in this case the number of frames in a series of frames referencing each other is limited to the tree height and, therefore, the GOP size and hence tree height should be determined in a tradeoff with the max tolerable drift error. This structure reduces the drift error in a logarithmic manner. The proposed structure falls in the group of non-delay methods where no frame need to be buffered till the arrival of the following frame(s) for decoding. This makes the decoder implementation simple, with minimum memory requirement. Three levels of 2D wavelet transform is applied to the frames of each GOP after Haar lifting and organizing in hierarchical structure. The wavelet coefficients of each description are quantized and zig-zag scanned before transmission to put them in information importance order. This makes it possible for a receiver or a network node to truncate parts of data in case of low bandwidth or processing power. Modified embedded zero trees (EZW) are used to arrange the coefficients. In our modified zero tree, the coefficients are grouped in four descriptions and the zero tree is used for storing the coefficients in each description. The differences between the original zero tree and the proposed modified zero tree are two folds.

1) The zig-zag scanning is performed according to the order depicted in Figure 2.
2) Each branch of the tree corresponds to one the descriptions and contains the low frequency part of the coefficients.

The following subsections discuss the type of scalabilities provided by the proposed method.

A. Bit rate scalability

Bit rate scalability in the available scalable video coding standards such as MPEG-4 or H.264 is defined as multi-layer coding of the frames where the number of layers determines the granularity of the video. The multi-layer bit rate scalability suffers from the problem that using enhancement layer data in motion compensation loop may result in drift error. On the other hand motion compensation using base layer only can reduce compression efficiency. For example, the fine granularity quality scalable (FGS) coding in MPEG-4 was chosen in a way that drift is completely omitted by using base layer frames as reference frames in motion compensation and, therefore, any loss or modification of a quality refinement packet does not have any impact on the motion compensation loop. The number of layers in these standards should also be limited as carefully designed since the multi-layer concept for quality scalable coding becomes less efficient, when the relative rate difference between successive layers gets smaller. As our proposed method is based on discrete wavelet transform, multi-layer restrictions are not effective here. The number of bits used for representing wavelet transform coefficients of the motion compensated residues is reduced for a lower bit rate transmission over a low bandwidth channel. This goal can also be achieved by organizing the
wavelet coefficients in a spatial tree structure such as EZW or SPIHT in which cases, the transmitted bitstream is truncated considering the bandwidth capacity of the channel.

B. Spatial scalability

Scalability in frame resolution was introduced with the MPEG-2 standard. A multi-layer structure was considered for implementing the scalability where the base layer contained the lowest resolution and a higher resolution frame was reconstructed by upsampling the base layer data and adding the refinements from upper layers. The main problem with this method is integrating it with the motion compensation loop. Using high resolution frames for motion estimation can reduce the compression rate when only a low resolution frame is reconstructed at the receiver side. Motion estimation in low resolution frames on the other hand causes drift error problem as the difference frames obtained from low resolution base frames do not include any information about the eliminated rows and columns. One way to reduce the drift error is by limiting the length of a group of pictures in a series of motion compensated frames without reducing the compression efficiency. Our proposed method performs this by organizing the frames in a hierarchy and therefore is suitable for these types of scalability applications.

C. Temporal scalability

Temporal scalability in the traditional video coding methods is achieved through placing some of the frames in the base layer and the rest in the enhancement layer(s). An example is dividing the frames of a GOP by putting even numbered frames in base layer and odd numbered ones in the enhancement layer. A drift error problem will appear if the motion compensation involves the frames of the enhancement layer, if the receiver is capable of reconstructing the video in a lower frame rate. In our method a 50% temporal scalability is achieved by dropping the second frames of each frame pair at the lowest level of the hierarchy. This scalability is accomplished without any drop in the compression efficiency or drift error problem. A higher rate of scalability is possible by eliminating the second frames at the next level. The number of levels in the tree hierarchy is not an upper or a lower limit on the temporal scalability. This fact is described by considering the characteristic of the proposed hierarchy where the frames of a series are not chained together in a linear structure. This means that any possible rate of temporal scalability is achievable by eliminating only some of the second frames of the frame pairs. The temporal scalability achievable at each level can be expressed using Equation 1.

$$SR_n = \sum_{i=1}^{n} \frac{1}{2^i}$$  

where $SR_n$ refers to scalability rate at level $n$.

IV. EXPERIMENTAL RESULTS

We implemented the proposed method using MATLAB. Some implementation considerations are as follows:

- The number of frames per GOP in our experiments we fixed at 32,
- The Biorthogonal 4.4 DWT kernel is used (bior4.4),
- For EZW coding of the wavelet coefficient, at each description we are replacing the coefficients belonging to other descriptions with zero,
- Finally we are encoding the EZW codes using Huffman encoding.

Replacing wavelet coefficients belonging to neighboring descriptions helps us to use the standard zig-zag scanning of the EZW method. The zeros added in this way are replaced by a zero tree symbol and do not have any significant impact on the bit per pixel rate of the method. Our evaluation is based on changing the initial threshold value of EZW coding and computing the fidelity of the frame using PSTN criteria. The computed PSTN values for different thresholding levels are drawn with respect to the bit per pixel obtained. We compute bit per pixel using the total length of the obtained code divided by the number of pixels in the frame. To verify the performance of the proposed method we have considered three video sequences with the specifications given at Table I. We have tried to include videos with high and low frequency contents for a better evaluation.

Hierarchical coding of the frames with 32 frame per group of picture is applied to each video sequence. The hierarchical structure is wavelet transformed and split into three description. The coefficients in each description is then coded using embedded zero tree wavelet (EZW) method. The test cases are devised in a way that both error resilience and scalability of the

<table>
<thead>
<tr>
<th>Name</th>
<th>Rows $\times$ Columns</th>
<th>Frame rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Foreman</td>
<td>352 $\times$ 288</td>
<td>30</td>
</tr>
<tr>
<td>Stefan</td>
<td>768 $\times$ 576</td>
<td>30</td>
</tr>
<tr>
<td>Suzie</td>
<td>144 $\times$ 176</td>
<td>30</td>
</tr>
</tbody>
</table>
The proposed method can be evaluated. We consider four cases for evaluation of the method as listed below:

1) The effect of the loss of a description on the reconstruction of the video,
2) The quality degradation due to loss of a description in a frame and the drift error effect on reconstructing the remaining frames of the GOP,
3) The drift error effect due to down scaling the video,
4) The drift error effect due to down scaling the video in presence of a description loss.

For the case of video reconstruction in presence of a description loss we reconstruct the video using two out of three descriptions. The reconstructed frames are compared with the original frames using PSNR values. The computation is carried out by putting aside one of the descriptions each time and the average of the resulted PSNR values is computed. In all experiments, the lost coefficients are replaced by zero when we perform inverse DWT. Table II shows the PSNR values for different cases of description losses at each of the test video sequences. The notation \(PSNR_{ij}\) indicates that descriptions \(i\) and \(j\) have been received. The first experiment assumes all packets of one of the descriptions are lost. Hence The reconstruction is carried out by using the remaining data. This is an example of a burst error case. However, there exists the possibility of a single packet loss. Here we are assuming that a packet carries the data of one description in a frame. Even a single packet loss as expressed above can cause degradation in the quality of the reconstructed video. The quality degradation is the result of a drift error effect due to a change in one frame. The hierarchical structure used aims at minimizing the drift error effect. However, repeating part of the data (base layer) at each descriptions has also the impact of reducing the quality reduction effect. Our second experiment measure the quality degradation by randomly choosing one frame from each GOP, putting aside one description of it, and reconstructing the video. The PSNR values of the reconstructed frames occurring after the frame with a missing descriptions are computed and averaged for all GOPs in each video sequence. Table III shows the computed averages for each sequence separately.

The scalability capability of the proposed method is also verified in our experiments. The required bit rate determines the threshold for the number of EZW symbols we transmit and use for reconstructing the video. A slightly smaller PSNR values we obtain compared to the case when the video is coded as a single description [8] which is a result of added redundancy of repeated base layer. The drop in PSNR value between the multiple description and single description coding is also a function of the number of DWT levels used because increasing the number of DWT levels decreases the size of the base layer and hence a smaller redundancy is imposed. However, reconstruction error in presence of a description loss increases if the base layer is small. Figure IV depicts the results of the reconstructing video as PSNR with respect to bit rate. Here we have assumed all descriptions are received without error. In our last experiment we combine the scalability with description loss. The experiment is conducted by changing the threshold value of EZW encoder to obtain different bit rates. Then we reconstruct the video using only two out of three descriptions. We compute the PSNR for the reconstructed video and consider the average of the PSNR values of reconstructed video with one of the descriptions omitted. Figure IV depicts the obtained result from three video sequences. It should be noted that the bit rate in the last experiment is obtained from
the total number of bits contained in two delivered descriptions.

V. DISCUSSION

The combination of hierarchical coding and multiple description has the advantage of reducing the impact of partial data loss while providing the possibility of receiving video in lower bit rate by the receiver. On the other hand any change in the transmitted data, either due to data loss or omitting part of data intentionally for scalability, affects all frames coming afterwards. A combination of a scalable coding method, an error resilience transmission method, and a drift error effect reducing method is proposed. The proposed method is suitable for video transmission over heterogenous and best-effort networks such as the Internet. The proposed method provides the bit rate scalability by reducing the quality of the video whenever the transmission line suffers form a narrow bandwidth problem. A possible extension of the method is providing spatial scalability as many portable wireless devices come with low resolution screens.
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