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Abstract: Recent NoC studies concern the optimization of inter-

connection networks by generating custom topologies,
adapted to the requirements of specific applications. This
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studied topology. In this study, we have reimplemented and
extended an early work in topology generation, by allow-
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Chapter 1

Introduction

The traditional approach to communication network optatian in computation
systems with multiple processing cores consist of the ahreépping of the pro-
cessing nodes to routers connected in a fixed topology. Nmmsestudies debated
which topology is more appropriated, and proposed methbgegeidorming this
mapping. In general, the mapping is performed at desige;tlmt re-mapping at
run-time is also possible, either by migrating tasks tortldeisired position in a
fixed network, or by modifying the network links in such a wagttnodes appear
to be connected to the desired router, while the networkldgyaemains the same
[5]. A more radical approach consists of generating not antyapping but a fully
custom topology according to the communication needs.

Proponents of standard network topologies point out tieatefularity of meshes
and tori represents a great advantage, however in prabicengy not always be
true. Often, the floorplanning is performed before the coting network is gen-
erated and the cores may not be distributed in a regulardiaskurthermore, map-
ping the nodes to routers may result in distant cores beingpethto neighboring
routers which will result in long links.

If reconfigurable networks are to be considered, it is celtalesirable that the
packets travel the largest part of the distance between ddesusing only “blind”
switches that do not perform arbitration, or even pass istors used in FPGAs.
In that way, only a small number of packet switching routéet perform buffer-
ing have to be traversed. Taking this into consideration,attempt to generate
topologies that are not necessarily regular but which airagiimize communi-
cation parameters of the network like the number of hops,immdicitly the link
utilization.



Chapter 2

Related Work

The work in automatic topology generation was pioneeredmitl&y and Lee in
[?, ?]. Their study is highly theoretic and focuses on optimizgrgph parameters
like average path length and count of paths of unit length.ugéetheir study as a
basis for our current research. Other approaches, targddtige scale telecomuni-
cation networks focused on hamiltonian path approximafibjp Performance and
drawbacks of standard topologies were widely studied.

The emergence of NoC was accompanied by a resugence of ggpofii-
mization studies [11, 8, 13, 4, 2, 10, 3]. It shall be noted tbpology selection or
generation is not the only optimization step performed,tiatused in conjunction
with mapping, link width selection and other network paréneptimizations.

In [10] the authors propose running a mapping and physieadrphg flow on
multiple topologies selected from a topology library. Thiuion is further refined
by buffer sizing and removing unused edges.

[13] uses linear programming and randomization algorithmgerform the
node placement and interconnect optimization formulated &teiner arbores-
cence problem. Latency and bandwidth targets are considarel the flow per-
forms operations from floorplanning to routing. Differeote sizes are considered.

[11] proposes a method named k-way merging with two algarittmplemen-
tations: divisive clustering and agglomerative clust@griiiheir approach relies on
an economy of scale assumption, which justifies mergingipteltommunication
streams over the same physical communication line.

In [8] the authors propose conflict-free networks optimifmdhe given appli-
cation when the traffic is well-known in advance. The studgets permutation
and partial permutation traffic patterns. The techniquel iseecursive bisection.
The algorithm starts from a large switch connecting all soded dividing it in
such a way that communication requirements between nodemisiized. Simu-
lated annealing and graph coloring are used.

[4, 2] propose flows that include topology optimizationshaitit giving much
information about how this optimization is to be achieve@] fpcuses on ring
networks and network partitioning.
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[3] considers a joint approach for mapping and interconisgathesis. The
author’s proposed solution produces a scheduling of taskfi® cores so that a
maximum distance between tasks which communicate is obéeel topologies
are generated using genetic algorithms and the design spasduced by taking
into account graph isomorphism.



Chapter 3

Topology generation

We have based our work on the early studies of Smitley and Sgathesizing
Minimum Total Expansion Topologies for Reconfigurable totmnection Net-
works,1987]. The original algorithm consists of the follog steps:

¢ the network connections graph is built by applying the Dedtenstrained
Subgraph algorithm to the Communications Graph;

e if the resulting graph is not connected, edges are replacedier to connect
it;

¢ a hill-climbing technique is used in order to further refihe tesult.

We have developed our own implementation for all the meetioalgorithms.
In addition to the original algorithm, we evaluate the pbgity of connecting two
network interfaces to each router. As an effect the numbegugérs in the network
is reduced by half, however the chance of the links betweeliers becoming
saturated increases.

For deciding what nodes should be connected together tcathe souter we
use the maximum matching in general graphs algorithm, wdetkrministically
produces optimal results in terms of maximizing the locaffit between nodes.
In addition, within the set of results which obey the pregi@ptimality criterion,
we attempt to find a solution which groups nodes that comnatmiwith the same
neighbors.

We have performed the tests using synthetic traffic streamstiworks of dif-
ferent sizes, with 20,40,60 and 80 nodes, each of them peirigrread operations
(read operations consist of request and replies) from ftherodandom nodes in a
reciprocal manner (if A reads from B, then B reads from A).

In order to avoid the problem of deadlock-free routing weenased the GT
traffic mode of the AEthereal networks, which preallocates ¢communication
channels. The GT mode represents a form of reconfigurationsiyg Time-
Division-Multiplexing to create on-demand routes. In cemsence, the intercon-
nect synthesis algorithm has the role of generating therlyidg network that sup-
ports the reconfiguration in this case. Some preliminaryltesvere also obtained
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using the BE mode (Best Effort traffic), which is in essencermlmle routing.
Wormhole routing will likely be used in the future for Netviksron-Chip, because
of its low buffering requirements, but the preallocatiorattgy may also be very
useful when the communication requirements are known.

Power results and BE bandwidth were obtained through Syste&mulation,
while area results and slot count were determined anallytica

Evaluation methodology

One random traffic pattern is generated for each of the nodetsoFor each
of the traffic patterns, a custom topology is generated hmgedith a mapping
of nodes to routers. The generated topologies are testédsagaesh and torus
topologies with size twice as large and against torus wighstime size (two net-
work interfacesrouter). For the 20 and 80 nodes communpit@i@tterns, minimum
diameter graph topologies, with two Nls/router were alsedusThe generated
topologies were tested both with the generated mappingwéthdthe automatic
mapping performed by the tools, while for the other topatsgonly automatic
mapping was used.

For each of the evaluated topologies, multiple tests weffeqmeed, scaling lin-
early the required bandwidth of each stream while maimagitine link bandwidth
fixed, until the tool set failed to produce a successful aliimn of all streams. The
AEthereal tool-flow was used for each of the tests as follows:

e mapping (where necessary), slot allocation and routinggugie UMARS
algorithm [7], were performed; for BE traffic, a deadlockem®uting is also
generated at this stage;

e if the allocation failed because of too high bandwidth reguients, the test
was interrupted,;

¢ the slot allocation is verified and necessary buffer sizesaaalytically de-
termined,

e area reports are generated;

e a SystemC simulation is run for the produced configuration;

e bandwidth, latency and power reports are generated fror8yseemC sim-
ulation.

The maximum bandwidth at which a successful allocationatbel performed
for each of the topologies is considered as primary resglt 8il), however, statis-
tics are gathered for the lower bandwidths as well. The ased by the routers in
each configuration is presented in figure 3.2.

The following graphs present detailed results regardiegéniation of network
parameters with load. On the horizontal axis, the requesa@dwidth in units of
100Mbps is represented. In figures 3.3-3.10 the deliverdtidwas equal to the
requested traffic as the GT (guaranteed throughput) modausexts The values
measured have the following meaning:

e number of TDM slots used, figures 3.3 and 3.4;
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Figure 3.1: normalized bandwidth results, 1 represent0dbs traffic for each

independent stream
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Figure 3.2: network area (routers only, not including nekniaterfaces)

e area including NI buffers that have been sized accordingduirements,

figures 3.5,3.6,3.7 arnel?;
e average number of hops, figure 3.9;

e power, figure 3.10;

e delivered BE traffic, figures 3.11 and 3.12;
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The slotcount represents the number of slots used for TDM Bthéreal, and
a smaller value is desirable, as it decreases the size ofotht@alsles and it reduces
the wait-delay for transmission. Our generated topologlesv for a better slot
allocation and thus a smaller number of slots is necessargeen in figures 3.3
and 3.4. Not all graphs were included for reasons of spadghburends remain
the same throughout the entire test set. Some of the poweBEnsimulation
results are missing because of tool limitations.
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Figure 3.5: area including NI buffers vs. requested trafiid @0OMbps units, 20
nodes
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The detailed area reports (fig. 3.5-3.8), present total af¢lae network, in-
cluding Nis and NI buffers. The area is dependent on loadusecthe buffers are
sized according to traffic requirements. The buffer sizescafculated analytically
based on the round-trip delay and bandwidth overprovismni
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Figure 3.9: average number of hops vs. requested traffic @Mbps units, 20

nodes

A large improvement is obtained in the average number of lfigs 3.9),
which is the target of the Smitley&Lee algorithm [12]. Thenmoer of hops is
important in reducing the active power consumption as faaenerate switching
activity in every router they pass through.
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Figure 3.10: power consumption mW, vs. requested trafficdioMbps units, 20
nodes

Figure 3.10 presents power consumption versus requestieaféd bandwidth.
A large portion of the total power is represented by the sabiwer consumption,
and thus the large networks are heavily penalized by thdiaddi hardware used.
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For the BE traffic, the delivered bandwidth is plotted agathe requested
bandwidth (fig. 3.11,3.12). It is observed that overloading network results
in a sharp decrease in performance. The generated topslbgie the highest
saturation points, however, if mapping is not performedhat $ame time with
topology generation, the default mapping produced by tloé performs worst
among the test-cases.
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Chapter 4

Overheads introduced by
reconfigurable hardware

Figure 4.1 presents side-by-side a node belonging to thie stgplementation of
a network and the reconfigurable version. The later one stensi a router having
each of its connections except for the local one redireatéal a reconfigurable
mesh. We will use this configuration as a baseline for cognhasibn.

1P ! Router

Figure 4.1: Fixed network (a) vs reconfigurable one (b)

Less costly alternatives are represented in figure 4.2 whemmaller recon-
figurable mesh is interposed between the processing nodeh@mouters, and in
figure 4.3 where the topology is in part fixed, but shortcutisvben routers may
be created across the reconfigurable paths. The first onesaased to achieve the
reconfiguration without modifications to the topology asodé®d in [?], while the
second represents a compromise solution between the defgreeonfigurability
offered and the resources used.
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Figure 4.2: Reconfigurable network that allows remapping
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Figure 4.3: Partially reconfigurable topology

Area

The overhead of the proposed architecture in terms of argigliéy dependent on
the area ratio between the full-size routers and the sviitetes used for reconfigu-
ration. In order to determine this area ratio we have syitbhdsoth the full router
and a switch containing a crossbatr, reverse links for trétiam the credits and
configuration logic, in the 65nm technology from TSMC, usBygnopsys. There
are two types of switches, one that buffers its input for oleekccycle and one
that does not. For cost evaluation we have considered a coatign in which half
of the switches are buffered and half are not, distributeal gheckerboard pattern.
The results are presented in figure 4.4 and table 4.1, naedalind side-by-side
with other results from the literature. The GT routers amduded here as they
are similar to the switches we propose for reconfiguratiothat they provide no
gueuing or arbitration. GT routers are also used for progdiirtual wires, but
using TDM rather than spatial division, and have the adgniaf being able to
run at twice the speed of a BE router.

17
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Circuit Area relative to routef Area (nm?)
Router Area (Synopsys 100.00% 0.0269
Buffered Switch (syn) 8.91% 0.0024
Unbuffered Switch (syn 4.46% 0.0012
AEthereal BE 100.00% 0.1500
AEthereal GT 22.00% 0.0250
Intel Router 100.00% n/a
Intel Crossbar 26.50% n/a

Table 4.1: Cost of switches used in reconfiguration comptréuke cost of routers

120.00%

100.00%
80.00%
60.00%
40.00%
20.00% . l
0.00% -

—
& & AN S
&> o & < o oy °
<‘°Q s‘@ ééA rz}Q’ & 00@ 0\09
S < g N i Ny >
& N @ <& & @
v@% & VQ’{\\ ¥ & N
& ® N

Figure 4.4: Cost of switches used in reconfiguration congpréhe cost of routers

In the following discussion, for simplicity, we will denotmiffered routers per-
forming packet switching as routers, while the simple doass with at most one
buffer representing a pipeline level will be called switshe

A significant overhead is expected in terms of wires. As sstggein figure
4.1, the baseline solution would require four times the amhofiwires of the non-
reconfigurable network. Although this number may seem laugfeall be noted that
topologies like multi-dimensional meshes use an equivaleamber of wires (fig.
4.5). Obviously, mapping such a network on top of the recomdigle network
would require at least the same amount of wires. Furtherysiuitl be needed
to determine efficient underlying topologies and overgsimriing. An alternative
would be that of using TDM to allocate only fractions of chalsy as it is done by
the AEthereal network.

18
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a) folded torus

Figure 4.5: Wire cost of different topologies

Power estimation

The reconfiguration technique is especially efficient whéarge part of the traffic
can be delivered over one single hop (which may be repreddyta virtual path
through the reconfigurable hardware). In many traffic pastevhich are known to
be problematic for standard mesh networks, for exampleixnamspose, nodes
communicate with one single other node. In this highly dddé case, a packet
sent on a mesh network, between nodes found at a distanicas to traverse
links, 2 routers and: + 1 switches, while in the original network-+ 1 routers and
the samen links would have to be traversed (fig. 4.6).

Figure 4.6: Routing in static versus reconfigurable netaork

On a 40-node mesh network, with a random communication rpattee av-
erage distance traveled is 4.35. For power estimation gegave are interested
in the ratio between the power consumed by different commisnéNe consider
a passing packet generates switching activity in every corept it traverses. We
denoteP,, the power drawn by a packet traversing a crossBathe power for
traversing a link and?, the power of traversing input queues of a router. Power
drawn by pipeline stages can be included in these measures.

As an estimation for the power consumed by a packet travgetbie network

19
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we will thus have:

Pstaticnet = 4.35P, + 5.35P, + 5.35F,
and

Precons = 4.350, + 2P, + 7.35P,

Experiments done with AEthereal flow, indicate that the gpeised by the GT
traffic is 69.2% of the energy used by BE traffic over the sarséadce between
nodes. The 30.8% estimation for energy consumed by the buffers is also in
line with power estimations Orion power simulator [6]. Hoe power consumed by
links we use a value of 20% based on the estimations of the sardg although
this number may be higher, especially for the newer teclgieso As only the
ratio of the power numbers is relevant we use these norndafizsults of P, =
0.20, B, = 0.308, P, = 0.492 to calculatePyiqticnetr = 5.15 and Precons =
5.47 which corresponds to an increase of 6.2%. We believe thdses/#o be
an overestimate in the detriment of the reconfigurable iepiudnd we intend to
obtain a more accurate estimation from the physical syiglufghe circuits. The
test for estimating the energy in AEthereal was also donk avgingle stream, in
the absence of contention.

Reconfiguration time

For reconfiguration we have considered a simple, centchlzdution consisting
of linking the entire configuration memory into a shift regisor multiple parallel
shift registers in a daisy-chain manner. This mechanismimpagemented in the
synthesized switches. Partial reconfiguration can alsacheweed using a similar
system, but with the addition of an additional set of shadomfiguration registers,
or with a mechanism similar to JTAG. The duration of a recanfigion is much
lower than in the case of the FPGASs, as here a single word coefcan entire
link, while inside an FPGA individual wires are configuregarately. Assum-
ing a speed of reconfiguration of one configuration word peclckycle, the en-
tire network can be reconfigured#rO f Routers x nO f SwitchesPer Router X
nO f PortsPerSwitch cycles, which is in the order of hundreds of cycles for a
network size of the order of tens of routers.

This evaluation does not account for further improvements @ptimizations
that can be applied to the proposed architecture.

20



Chapter 5

Conclusions

We found topology generation to be a promising solution fwork optimization
in embedded systems when communication characterisgedsnawn beforehand.
It is still a question of ongoing research if the benefit adtbby this solution can
outweigh the cost of reconfiguring the network so that theltagy can be cho-
sen dynamically at run-time. We are currently exploring svay reducing this
overhead as well as improving our topology generation &lyos.

The study thus far has been performed using synthetic traéfiterns. For
future research we will consider more realistic traffic pats.

We have also considered a baseline solution for networknfegpgation in
order to perform cost estimation. The overheads introdigeithe reconfigurable
network may be summarized as follows:

An increase in wiring of approximately 4x, as suggested in #igl; this
number depends on the degree of reconfigurability that isetbsand is the
subject of further study.

Anincrease in area of 26-44%. The lower value has been @uta@onsider-
ing a number of 4 switches of the type used in the Synopsy$egis, while
the higher value corresponds to 2 GT routers in AEthereahigogy.

No decrease in link bandwidth is expected, as the links cgpigadined to
any extent desired

There will be an increase in router to router latency, howethgs effect
will be counteracted by a decrease in the number of routaversed. The
delay of router traversal is usually in the range of 2-5 cyclegh through-
put routers like the one in Intel's 80 core chip [9] becauseagdressive
pipelining present delays of 5 cycles or more. In contrdst, delay of a
preconfigured switch may be of 0 or 1 cycles.

We expect an increase in static power consumption, whichybaso be
quantified. Active power however may be increased or deetgaepending
on the traffic patterns.
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e The reconfiguration time will probably be limited by the tiaéen to drain
all the in-flight packets out of the network. The actual tinieezonfiguring
the switches would be in the order of the hundreds of cycles.

This evaluation does not account for further improvements @ptimizations
that can be applied to the proposed architecture. For exathplbaseline imple-
mentation assumes a full width link is generated for eachtgorpoint connection,
while in practice this will probably not be necessary. Initidd it may also be pos-
sible to merge the crossbars used for reconfiguration wihdhter crossbars thus
reducing some of the overhead.
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