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ABSTRACT 

Real-time systems are being used increasingly in 
control applications such as in automobiles, aircraft and 
process control. Real-time communication protocols are 
designed in order to satisfy basic requirements of these 
systems such as reliability, safety and in time message 
delivery. One of the most important requirements of such 
critical systems is in time update of real-time data which 
has to be facilitated by these protocols. CAN (Controller 
Area Network) [1] is one of the important and common 
protocols which is widely used in such an environment. 
RDM (Round Data Mailer) [2] and RDM+ [3] are two 
new protocols that have been designed to fulfill the 
requirements of distributed real-time systems.  In this 
paper, we are trying to compare RDM+ and CAN 
protocols based on data lifetime which is the time 
interval between two consecutive updates of a real-time 
datum. The obtained results show that RDM+ performs 
better and provides fresher data to the consumers. 

Index Terms— RDM+, Datalife time analysis, Real-
time communication protocol 

 
1. INTRODUCTION 

System safety, reliability, and timeliness are the most 
important aspects of a real-time system. These systems 
have been defined in the literature as: “systems in which 
the correctness of the computations not only depends 
upon the logical correctness of the computation but also 
upon the time in which the result is produced. If the 
timing constraints are not met, system failure is said to 
have occurred.” [4, 5]  

In a distributed real-time system, some nodes such as 
sensors produce data and some other nodes consume 
those data in their computation. The produced data 
should be sent to the consumer in a distributed real-time 
system via a real-time communication protocol. Usually, 
the consumer stores the received data in the local 
memory to use it as it is required. The problem is that this 
data is valid just for a certain amount of time and should 
be updated before that time finishes. 

The most important performance metrics of the real-
time protocols that impact the update rate of real-time 
data are access delay (the time spent from when a MAC 

frame reaches the head of a MAC layer queue to the time 
when this frame is successful transmitted), transmission 
time (the time length it takes a bit to go from the start of 
the link to its destination node), message delay (the 
difference between the time when the source node 
submits a message to be sent  and the time when the 
destination node receives this message), message 
collisions (percentage of collision), message throughput 
(percentage of packets discarded), packet size, network 
utilization (ratio of the total time used to transmit data 
and the total running time) and determinism boundaries 
[6, 7]. 

TDMA (Time Division Multiple Access), CAN 
(Controller Area Network), Token Ring/IEEE 802.5 and 
FDDI (Fiber Distributed Data Interface) are the most 
important protocols that are presented in order to satisfy 
these requirements [8, 9, 10]. But there are some 
problems with each of these protocols.  

In TDMA, the time slice is reserved for every node 
regardless of whether it has any messages to be sent or 
not. The length of the time slice assigned is based on the 
worst case message passing time not the actual 
requirements. This influences the overall system 
performance which may dramatically decrease it [2, 11].  

CAN has a wide range of usages in control systems 
but its major disadvantages are low throughput and the 
slow data transfer rate. It is also not suitable for 
transmission of large data sizes [2, 6].  

Token Ring has some other difficulties. In order to 
find the next highest priority message a token must travel 
at least one complete cycle through the ring and as a 
result awaiting messages may not be delivered in time [6, 
11, 12].  

Finally, FDDI provides some useful concepts, but it 
considered to be too expensive because of the high cost 
of its interfaces which is 5-10 times more than Ethernet 
and 3-5 times more than Token Ring. Also, FDDI 
concentrators are expensive [11, 13, 14]. Because of 
these problems, in aforementioned protocols it is not 
possible to make sure that every real-time data is updated 
in time [12].  

Recently, a new protocol called RDM+ (Round Data 
Mailer) [3] has been proposed which utilizes the RDM 
message passing mechanism [2, 12]. RDM message 
passing mechanism tries to be conformable with real-
time systems requirements. RDM+ protocol employs the 
RDM message structure to overcome many problems like 
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token traveling and inefficient use of bandwidth. It can 
also guarantee the in time update of each real-time data.  

In the original version, the RDM is multilayer 
protocol [12] in contrast with RDM+ which is a MAC 
layer protocol. RDM+ with its different and improved 
structure shows better performance than RDM [3, 15]. It 
has been designed for MAC layer to exploit modularity 
in the protocol design and to be used in conjunction with 
any protocols which are in the market for other layers of 
the multilayered communication protocols [3, 15]. 

The rest of the paper is organized as follows. Section 
2 presents an overview of RDM message passing 
mechanism. The comparison metrics and the obtained 
results have been covered in sections 3 and 4 following 
by the conclusion section.   

2. RDM MESSAGE-PASSING MECHANISM 

To utilize RDM message structure and RDM message-
passing mechanism, a logical ring ordering is assumed in 
order to connect the nodes together.  

RDM message passing mechanism proposes eight 
types of messages to manage all the messaging 
requirements of a distributed real-time system. These 
eight types are (I) critical message, (II) acknowledgement 
in reply to receiving the critical message, (III) request to 
resend the last message when the critical message is not 
received properly, (IV) “Are you alive?” message which 
is sent when the destination node does not send an 
acknowledgement within a predefined period, (V) “I’m 
alive” message, (VI) restructuring message which is 
broadcasted by the coordinator in the system 
initialization or re-initialization phase to introduce the 
message type I structure, (VII) non-real-time message 
and (VIII) real-time break message. 

In RDM message passing mechanism, the most 
important message is message of type I or the critical 
message. There is only one such message that travels 
between nodes. Critical message circulates clockwise (or 
counterclockwise) around the logical ring and carries all 
the real-time data/results. A detailed presentation of this 
message and its structure can be found on [3, 15]. When 
a given node receives the critical message, it has the 
permission to load its real-time data on the message. 
Then, the node will send the message to its clockwise 
(counterclockwise) neighbor.  

A detailed message delivery analysis and fault 
tolerance aspects of this messaging mechanism has been 
studied in [16]. 

3. COMPARISON METRICS 

A key characteristic of the real-time data is that they are 
valid for the consumer for a pre-defined amount of time 
and the data which are older than this, are not useful. 
Therefore, these data should be updated before expiration 
of this pre-defined time. We define data validity time as 
the allowed time duration after the last update of real- 
time data to be usable by the consumer.  

In our simulation, two main performance factors are 
computed: average datalife time and invalid data access 

ratio. In order to do this, first we specify life time and 
also validity time for each real-time data. Datalife time is 
the time interval between two consecutive updates of the 
real-time data. In this simulation we compute average of 
this quantity for all the consumers (consumers are those 
nodes that use data which are produced by other nodes in 
the system). Datalife time has an inverse relationship to 
the update rate of real-time data, meaning the faster the 
update rate, the shorter the datalife time of a given piece 
of data. 

If the life time of a given real-time data exceed its 
validity time, this data is assumed useless and it is called 
invalid data. As a result, if a node gets access to this 
invalid data then it is called invalid data access. Thus, 
invalid data access ratio is defined by the ratio of the 
number of invalid data accesses to the total number of 
data accesses (in this paper invalid data access ratio is 
computed in percentage form). 

In the next section, we will study and compare 
RDM+ and CAN protocols based on these metrics. The 
comparisons have been done for both RDM+ and CAN in 
two different cases: messages with size of maximum 8 
bytes and messages with size of maximum 1000 bytes. 
These cases have been considered to study the protocols 
performance for small data size as well as large data size. 

Each node is the consumer of maximum five real-
time data. Data validity time is assumed to be less than 
1500 milliseconds in case of messages with size of 
maximum 1000 bytes, but it is assumed to be less than 
500 milliseconds in case of messages with size of 
maximum 8 bytes. It should be mentioned that all of 
these numbers are randomly generated. 

4. SIMULATION RESULTS 

The average datalife time and invalid data access ratio for 
messages with size of maximum 1000 bytes are shown in 
figure 1 and 2. It should be mentioned that the curve 
fitting technique is used in drawing the average datalife 
time and invalid data access ratio diagrams. As we can 
see in figure 1 and 2, RDM+ performs better than CAN 
with a considerable difference.  

There are two main reasons for different behavior of 
RDM+ and CAN, in this case. The first and more 
important reason is that RDM+ utilizes the RDM 
message-passing mechanism. As we mentioned before, in 
RDM message-passing mechanism a collection of all 
real-time data encapsulate in one so-called critical 
message. In fact, there is only one message that circulates 
around the logical ring and has the responsibility to 
update each real-time data which is needed by other 
nodes. This mechanism leads to the more effective 
bandwidth utilization in comparison with protocols like 
CAN which delivers each data to the destination node 
separately [12, 16]. The better use of bandwidth results in 
faster update of data and therefore the average datalife 
time becomes lower.  

The second reason is the slow data transfer rate and 
low performance of CAN in delivering messages with 
more than 8 bytes data size [6]. This leads to limited 
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throughput for CAN and makes it unsuitable for 
transmission of messages with larger data sizes [6, 17, 
18]. As we mention before, datalife time has an inverse 
relationship to the update rate of real-time data, so 
increase in update rate of real-time data result in datalife 
time reduction and consequently to the reduction of the 
expiration probability of data validity time. 

 

  
Figure 1. Average datalife time for messages with maximum 

1000 bytes data size 

 
Figure 2. Invalid data access ratio for messages with maximum 

1000 bytes data size 

So in comparison with CAN, in RDM+ the chance of 
the accesses to be invalid will be decreased as it is shown 
in Figure 2. 

In Figure 3 and 4, results of the average datalife time 
and invalid data access ratio for messages with size less 
than 8 bytes are shown. In this case RDM+ and CAN 
results get closer to each other in both metrics, but 
RDM+ still obtains better results. The main reason that 
causes these close results is the messages data size which 
is bounded to 8 bytes. CAN shows better performance 
and better throughput for passing messages with less than 
8 bytes data size in comparison with messages with size 
larger than 8 bytes [6]. So, in this case CAN can update 
real-time data faster and therefore the life time of real-

time data becomes shorter than previous case. But, still, 
the effective bandwidth utilization in RDM+ and the 
longer transmission time in CAN cause the higher update 
rate of the real-time data in RDM+ [6, 18, 19]. As it is 
obvious in Figure 3 and 4, both RDM+ and CAN obtain 
better results than previous case. The reason is that 
shorter messages can be delivered faster. 

 
        Figure 3. Average datalife time for messages with                       

          maximum 8 bytes data size 

 
Figure 4. Invalid data access ratio for messages with maximum 

8 bytes data size 

As a general conclusion, RDM+ with its higher 
update rate and the lower invalid data access ratio can 
better match with real-time systems that insist on a short 
time intervals between two consecutive updates. Such 
systems require real-time data which are updated recently 
and do not desire to use out dated data. 

5. CONCLUSION 

In this paper we briefly described RDM message-passing 
mechanism and its impact on RDM+ protocol 
performance. We compared RDM+ with CAN to see 
which one has a better update rate. Invalid data access 
ratio and average data life time have been computed for 
both protocols and it has been shown that RDM+ 
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produces fresher data and has the potential to be used in 
future distributed real-time systems. 
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