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Abstract

The core goal of resource management is to
establish a mutual agreement between a resource
producer and a resource consumer by which the
provider agrees to supply a capability that can be
used to perform some tasks on behalf of the con-
sumer. Market-based approaches introduce money
and pricing as the technique for coordination be-
tween consumers and producers of resources. In
this paper, we propose a market-based mechanism
to allocate computational resources (CPU time)
with a single central Market in a local Grid. In
such a network whenever any node can offer idle
CPU time to the Grid and whenever a node has
some tasks waiting for free CPU, it may request
the resource from the Grid. In our approach, con-
sumers and producers are autonomous agents that
make their own decisions according to their ca-
pabilities and their local knowledge. Continuous
Double Auction model is used as a technique us-
ing which these selfish agents can coordinate their
work and make their decision. The performance of
this mechanism is evaluated and is compared with
the simple FCFS mechanism.

1 Introduction

Decentralized computing systems are becom-
ing increasingly popular as they enable organiza-
tions to use existing computing resources that oth-
erwise lie idle. Whether this paradigm will be suc-
cessful largely depends on the flexibility and eas-
iness with which it can be implemented and man-
aged.

The research presented in this paper targets het-
erogeneous, ad hoc Grids that could be deployed in
any organization having a LAN with any number
of computers. The basic idea is to process tasks on

any of those machines, whenever their resources
are available. Such a setting poses some specific
challenges as the resources are geographically dis-
tributed, heterogeneous in nature, owned by differ-
ent individuals or organizations, have different ac-
cess and cost models, and have dynamically vary-
ing loads and availability.

Conventional resource management schemes
are based on relatively static models when a cen-
tralized controller manages jobs and resources. In-
deed, they focus on efficient allocation schedules
which can optimize a given performance metric
such as allocation time, resource utilization or sys-
tem throughput and these management strategies
might work well where resources are known in ad-
vance. However, this fails to work in heteroge-
neous and dynamic systems where jobs need to be
executed by computing resources whose availabil-
ity is difficult to predict. Where centralized ap-
proaches show some evident limitations, a com-
pletely decentralized approach also poses specific
problems. Where it seems rational that each node
can decide whether it needs additional resources
or on the contrary wants to sell them, the main
challenge is to make sure they find the resources
needed or a user of their resources. One way to
provide such a facility is to use a market-based ap-
proach. In this way decentralization is provided by
distributing the decision-making process across all
users and resource owners. Even though this ap-
proach is not novel, we intend to use it as a way
of obtaining self-organization. The price of the re-
sources reflects the need for them. If the price is
high for a particular resource, the system should
re-organize itself as to increase the supply of this
resource. Such re-organization can be seen for in-
stance in the context of QoS when certain service
levels have to be ensured.

The main contribution of the paper is to pro-
vide a deeper understanding of the choices one



Figure 1. Economic Models.

can make as far as economic approaches for re-
source allocation is concerned. We present a sim-
ple yet powerful approach where individual deci-
sion making leads, through the mediation of a cen-
tralized mechanism, to a particular system behav-
ior in which a large amount of decentralized in-
formation is condensed into a single, simple en-
tity, namely the price. We study the impact of
using a market-based resource allocation mecha-
nism in a local Grid and compare it to a simple but
high throughput alternative. The idea is to have
a collection of agents as consumers and producers
that interact through some central instance. Agents
are modeled as buyers and sellers of tasks and re-
sources, willing to spend money in order to fulfill
their objectives. The auctioneer is another type of
agent, acting as a mediator between the consumer
and producer agents.

The paper is structured as follows: in section 2,
we give an overview of related works in economic
based resource management. Section 3 discusses
our proposed approach and explains the system ar-
chitecture and presents the pricing algorithm. Ex-
perimental results are shown in section 4. Finally
we conclude by discussing future research.

2 Related Work

There are two main economic methods to allo-
cate resources among the competing agents (Fig-
ure 1). One of them is the non-price based econ-
omy and the other is the price based economy. The
non-pricing approaches [4] are either game theory-
based or cooperative mechanisms. Game theory
[12] is grounded on principles such as selfish opti-
mization and individual utility functions. Cooper-
ative methods have a global utility function which
is known to all nodes in the distributed system. In
these approaches, each agent is initially endowed
with some resources. They exchange them until

the marginal rate of substitution of the resources is
the same for all the agents. At this point, there is
no further incentive for cooperation. An example
of this approach is [6] that uses decentralized al-
gorithms to allocate resources (such as files or file
fragments) in a cooperative method.

Price-based approaches are classified into two
main categories of economic models: Auctions
and Commodity Markets. Wolski et al [16] have
used the commodity market approach to allocate
two types of resources (CPU and disk storage) in
grid. Allocations are done based on reaching an
equilibrium price where demand equals the supply.

The auction protocols are either one-to-many
or many-to-many. In one-to-many auctions one
agent initiates an auction and a number of other
agents can make a bid. The English auction, Dutch
auction, first-price auction, second-price (Vickrey
auction) belong to this category. The basic philos-
ophy behind these auctions is that the highest bid-
der always gets the resource and the current price
for a resource is determined by the bid prices. Pop-
corn [9] and Spawn [13] are examples of this ap-
proach. In many-to-many auctions, several agents
initiate an auction and several other agents can bid
in the auction. The double auction is the most
widely used auction protocol for many-to-many
auctions. In these auctions, buyers and sellers
are treated symmetrically with buyers submitting
bids and sellers submitting offers. There are two
types of double auctions, continuous double auc-
tion (CDA) and periodic double auction. Contin-
uous Double Auction matches buyers and sellers
immediately on detection of compatible bids. A
periodic version of the double auction instead col-
lects bids over a specified interval of time, then
clears the market at the expiration of the bidding
interval [17]. JaWS [8], [11] and [10] are exam-
ples which use double auction model.

The Proportional Share Protocol (PSP) is a sim-
ilar protocol to Continuous Double Auction, as
both use a centralized scheduling algorithm. In a
PSP several tasks can execute on a server at a time.
The amount of resources allocated to a task de-
pends on its price bid in relation to the sum of price
bids of all tasks executing on that server. Propor-
tional Share Protocol is proposed for the schedul-
ing of tasks in computational clusters [14].

Although economic models have been used
widely in resource allocation algorithms [15] [1],
the question about which model is the most appro-
priate for resource allocation in grid, is not fully
addressed yet. In the literature, we can find several
studies on auction based resource allocation. In



[3], three types of auction allocation protocols are
investigated; First-Price Auction, Vickrey Auction
and Double Auction. The protocols are compared
from producer and consumer perspectives in terms
of resource utilization, resource profit and user
payment. The experiments are characterized by a
limited number of resources with predefined capa-
bilities as well as the use of a reservation price.
They distinguish between two categories of users;
Risk Averse Users and Risk Neutral Users. Their
results shows that the First-Price Auction is bet-
ter from the consumer’s perspective while Vick-
rey Auction is better from producer’s perspective.
The Double Auction favors both producers and
consumers. [5] compares three different Double-
Auction protocol from both the producer and con-
sumer perspectives in terms of resource utilization,
resource profit and spent budget. It concludes that
Continuous Double Auction (CDA) protocol per-
forms best from both perspectives. Assuncao et
al. [2] investigate the communication demand or
complexity of auction protocols in a Grid environ-
ment. Their experiments show that the English
auction has higher communication requirements
while CDA requires the lowest number of commu-
nications.

What distinguishes our work from the others
is the use of a dynamic pricing strategy. In our
model, consumers and producers propose a price
based on their past experiences and current needs.
The simulation is done in a larger Grid with a set of
heterogeneous resources and tasks. In the current
simulation, no budget limitation is considered.

3 Proposed Market-based Model

We have implemented Continuous Double-
Auction mechanism as an economic model to al-
locate resources in a local grid. In this model,
an auctioneer acts as a mediator between buyers
and sellers. In a Continuous Double Auction, buy
orders (requests) and sell orders (offers) may be
submitted at anytime during the trading period.
The users and providers of resources put their re-
quests or offers attached with a price into the re-
source market as bids. If at any time there are
open requests and offers that match or are compat-
ible in terms of price and requirements (e.g. quan-
tity of resources), a trade is executed immediately.
This contrasts with other approach where a general
equilibrium price computed at which the market
clears.

We employ multi-agent systems as a platform

for our system. Unlike centralized approaches that
have a scheduler that plans schedulers for all tasks
and resources, the agents in this approach plan for
their own task and resources. Partitioning the sys-
tem into a collection of agents can dramatically
reduce the complexity by converting a complex
global allocation problem into a set of smaller, in-
dependent problems. In the following section, we
discuss the overall system organization and present
the pricing functions by which buyers and sellers
compute their prices and propose a transaction.

3.1 System Architecture

The system is composed of three entities:
Buyer, Seller and Auctioneer. The market works
in the following simple manner: the buyers and
sellers agents announce their desire to buy or sell
processing power to the market. In the Continuous
Double Auction, the market acts as an auctioneer
and finds the matches between buyers and sellers
by matching offers (starting with lowest price and
moving up) with demand bids (starting with high-
est price and moving down). When a task query
arrives at the market place, the protocol searches
all available resource offers and returns the best
match which satisfies the task’s constraints (such
as resource size, time frame and price). If no match
is found, the task query object is stored in a queue.
The queries are kept in the queue till the time to
live (TTL) has expired or a match has been found.
When a resource becomes available and several
tasks are waiting, the one with the highest price
bid is processed first.

The system components can be summarized as
follows:

• Buyer/Seller Agent: There is one
buyer/seller agent per node. A buyer/seller
agent controls the process of buying/selling
resources by estimating the execution time
of the job or availability of the resource,
calculating the price and generating and
submitting a request/offer for corresponding
job/resource. Submitting/accepting the job to
the matched seller/buyer is also the task of
these agents.

• Auctioneer Agent: The auctioneer agent
controls the market using a double auction
protocol. Based on this protocol, every seller
and buyer sends its offers and requests to the
auction. The auctioneer inserts each received
request or offer in its sorted depositories. The



Figure 2. System agents components.

requests are sorted from high price to low
price and the offers are sorted from low price
to high price. A request is matched with an
offer if the resource offered by the producer
meets the consumer requirements regarding
the quantity, time and price.

3.1.1 Agent Attributes

Every agent consists of some components as de-
picted in Figure 2, some of them are common
among agents and some are special for a partic-
ular agent. The component that is common for all
three agents, is:

• Communication unit: is responsible for ex-
changing the messages between buyers, sell-
ers and auctioneer. TCP/IP protocol is used
for communication between the agents.

The common attributes between buyer and seller
agents are:

• Resource manager: decides whether a node
needs additional resources or it has free re-
sources. The decision is made with consider-
ing the job queue and available resources on
the node.

• Job controller: is responsible for transfer-
ring jobs between buyer and seller nodes.
Shepherding the job through the system, ac-
cept, deploy and launch the job is controlled
by this unit.

whether the agent is buyer or seller, the only spe-
cial attribute of the buyer/seller agent is:

• Job/Resource Trader: decides about the
price that buyer/seller offers for resource.

The market agent consists of these components:

• Buyer/Seller Depository Manager: is re-
sponsible for managing all requests/offers re-
ceived from buyer/seller agents. Updating,
sorting, inserting the messages, and deleting
the expired ones are the operations that are
done by this unit.

• Matchmaker: It is the core unit of auctioneer
that finds the matched pairs from buyer and
seller depositories.

3.2 Pricing Algorithm

In a price based system, the resources are priced
based on the demand, supply, and the wealth in
the economic system. The prices vary with the de-
mand and supply of the resources. In each market,
the objective of a seller is to maximize its earning
as much as possible and the objective of a buyer
is to spend money as little as possible. Based on
these objectives, the strategy of producers of re-
sources is to raise the price when the demand for
associated resource is high and lower the price
when the demand is low. On the other hand, the
strategy of consumers of the resources is to lower
the price when supply is high and raise the price
when the supply is low. Based on these strategies,
we define the seller and buyer pricing function as
follows:

Sellers or buyers start with a fixed price and up-
date it over time.

p(t) = p(t − 1) + ∆p (1)

The value of ∆p determines whether the price
is increasing or decreasing. To change the price ac-
cording to the demand or supply in the system, ∆p
is defined based on the past resource or task utiliza-
tion on this particular seller/buyer. The following
equation is an extention of the model described in
[7]. ∆p for seller and buyer is calculated as below:
for seller:

∆p = α(u(t) − uth)p(t − 1) (2)

for buyer:

∆p = β(uth − u(t))p(t − 1) (3)

where u(t) is resource/task utilization at the indi-
vidual node and uth is a threshold below which,



the resource/task utilization should not go. uth

could be interpreted as the degree of laziness of
the agent. If it is very low, it implies that the agent
is satisfied with a low usage of his resources or a
low completion rate of his tasks. If it is high, the
agent is more demanding for himself by imposing
higher satisfaction thresholds. α and β are the co-
efficients that control the rate of price changing.
u(t) is defined as:

u(t) =

t∑

i=t0

x(i)/

t∑

i=t0

N(i) (4)

Where
∑

t

i=t0
x(i) is the total numbers of

sold/purchased resources in the time period [t0, t]
and

∑t

i=t0
N(t) is the total numbers of of-

fered/requested resources in the time period [t0, t].
The sellers and buyers submit their price along

with the quantity of requested or offered resources
to the auctioneer. The auctioneer finds the matched
pairs and the trade between each pair is made at the
average of the corresponding buyer’s and seller’s
prices.

4 Experimental Model

In order to simulate our experiments, we have
implemented a Java-based platform which is used
as a test-bed to simulate the mechanism with vary-
ing parameters. We set up a Grid like environment
based on a local LAN in which our application
test-bed is developed using J2EE and Enterprise
Java beans. A JBOSS application server is used
to implement the auctioneer. This server continu-
ously receives offers and requests messages from
clients (producers and consumers). Whenever a
match is found by the auctioneer, it informs the re-
spective consumer and producer by sending a mes-
sage to them. Java Message Service (JMS) is used
for the communication between clients and auc-
tioneer. A predefined format of message is used for
all exchanged messages between nodes. MySQL
server is used as a database server to store the re-
sults of our simulation.

The network consists of N agents. Some of
these agents, called consumers have tasks to per-
form for which they need additional resources and
some, called producers have idle resources to offer.
CPU time is considered as the resource in our sys-
tem. Whenever a consumer needs additional CPU
time for running a job, it sends a request to the
auctioneer and whenever a producer has some idle
CPU time, it sends an offer. In the sent messages,

Network No. of No. of No. of Resource Task

Condition Offers Requests Matches Utilization Utilization

Resources ' Tasks 1033 967 856 83% 88%

Resources >> Tasks 1627 373 363 22% 97%

Resources << Tasks 324 1111 320 99% 29%

Table 1. Continuous Double Auction
Algorithm.

in addition to resource quantity and price, a Time
To Live (TTL) is also included in the message. It
represents the time during which the request or of-
fer is valid or available. The simulation is done in
an environment with 40 nodes with various CPU
speeds. Each node creates a number of requests or
offers during the simulation time. For each request
the resource requirements are expressed in terms
of job execution time that is generated randomly
in a specific range. The offered resource, the time
during which a CPU is idle, is generated randomly
as well. As nodes have different processors with
different CPU speeds, this heterogeneity is taken
into account for matching resource requirements
and offers.

In this work, we perform the experiment on
three different kinds of network conditions: the
balanced network which is the type of the net-
work where there is more or less an equal number
of tasks and resources, the task intensive network
where there are more tasks than resources and the
resource intensive network where there are more
resources than tasks.

The behavior of the price is studied in these
three network conditions and the efficiency of the
system is compared with a blind and simple match-
making algorithm. The efficiency of the system
is measured in the terms of task and resource uti-
lization. Task utilization is the ratio of allocated
tasks to all sent resource requests and in the same
way resource utilization is the ratio of allocated
resources to all sent resource offers. We also in-
vestigate the impact of the varying parameters in
pricing function on the system efficiency.

4.1 Pricing Behavior

In this section, we study the evolution of the
transaction price given the three network condi-
tions. Buyers and sellers start with a fixed price
and then update the price based on the demand and
supply over time. When a match is found, the trade
is made at the average value of the buyer and seller



price.

In the current experiment, the following param-
eters values have been considered : uth = 0.9
and α = β = 0.25 and a price value of 4 is as
a starting point. The tasks and resources are gen-
erated randomly with the probability of 50%-50%
for balanced network, 20%-80% for resource in-
tensive network and 80%-20% for task intensive
network.

4.1.1 Balanced Network

The first experiment looks at a balanced market in
which the supply equals the demand. In such a
market, we do not expect to see any up or down-
ward trend. As it can be observed from figure
3, the price indeed fluctuates around a level of 4
which we have chosen as the starting price value
for all agents.

Looking at table 1, task and resource utilization
of 88% and 83% shows the balance between sup-
ply and demand in such network.

Figure 3. Balanced Network.

4.1.2 Task Intensive Network

This type of network is similar to what is called a
sellers market which has more buyers than sell-
ers. High prices result from this excess of demand
over supply. Buyers enter into competition with
each other in order to obtain scarce resources. This
creates an upward pressure on the price. (see Fig-
ure 4).

29% task utilization and 99% resource utiliza-
tion is the result of such task intensive network
(see table 1).

Figure 4. Task Intensive Network.

4.1.3 Resource Intensive Network

The third scenario involves a buyer market. In
buyers market, there are more sellers than buyers
and low prices result from this excess of supply
over demand. Similar to the seller market, the sell-
ers enter into competition in order to find job for
their resources. A downward pressure on the price
is the result, as can be observed from figure 5.

As we expected in such network, we obtained
97% task utilization whereas 22% resource utiliza-
tion (see table 1).

Figure 5. Resource Intensive Network.

4.2 Parameter Regime Analysis

Our model contains a number of parameters for
which we have to determine a value. It is im-
portant to understand the impact of such choices
on the overall system behavior. Such an exercise
is called studying the parameter regime. In the
pricing function (equations 2,3), uth represents a
threshold for resource or task utilization in each



individual node. This parameter defines a critical
value for task or resource utilization with which
the buyers or sellers are satisfied. We run the sim-
ulation with varying threshold parameter and mea-
sured the efficiency of the entire system in each
situation (see table 2). The experiments are done
in a balanced network considering the values of
α = β = 0.25. The result shows the impact of re-
source or task utilization of individual nodes on the
entire system utilization, as we increase the value
of uth the system efficiency also increases. This
observation is a clear illustration of how individ-
ual behavior, namely being lazy or not, has a direct
relation with the overall system efficiency.

In another experiment, we studied the pricing
evolution with changing the values of α and β pa-
rameters. The impact of these technical parame-
ters is measured in a resource intensive network
with the value of uth = 0.9 and the values of
0.75 and 0.25 for α and β (Figure 6). The α
and β coefficients determine the rate at which the
price changes. According to equations 2 and 3, the
higher their value, the higher the ∆p will be. And
consequently, the higher ∆p, the higher will be the
price changes proposed.

Network No. of No. of No. of Resource Task

Condition Offers Requests Matches Utilization Utilization

uth = 0.9 1033 967 856 83% 88%

uth = 0.75 1036 964 703 67% 73%

uth = 0.25 1006 994 271 26% 27%

Table 2. System efficiency with vary-
ing utilization thresholds in a bal-
anced network.

Figure 6. Price transaction with differ-
ent valuse of α and β in resource in-
tensive network.

4.3 Performance Evaluation in Compar-
ing with a Non-price based Approach

The final evaluation we perform is to compare
the market based approach to the simple First-
Come First-Served mechanism. The latter is much
simpler as the matchmaking is done on the basis of
the time of arrival and no sorting or other manip-
ulation is done to find the matches. Tables 1 and
3 show the resource and task efficiencies in two
approaches for three conditions. The results show
that the price-based mechanism is as efficient as a
blind and simple matchmaking algorithm that has
less constraints in finding matches. For instance in
balanced network, the task and resource efficiency
is between 83% and 88% for both mechanisms.
The small variations are due to random generation
of tasks and resources. Similar findings hold for
the other network conditions.

Network No. of No. of No. of Resource Task

Condition Offers Requests Matches Utilization Utilization

Resources ' Tasks 1000 1000 870 87% 87%

Resources >> Tasks 1607 394 392 24% 99%

Resources << Tasks 349 1412 348 100% 24%

Table 3. Fist-Come, First-Served Algo-
rithm (no price).

5 Conclusion and Future Work

In this paper, we studied a market-based re-
source allocation mechanism using Continuous
Double Auction model. A pricing function is pro-
posed to compute the prices. We studied the pric-
ing behavior in balanced and unbalanced network
conditions. The study of changing price in differ-
ent network conditions shows that the price level
reflects the state of the system and it adapts to the
changing supply and demand of resources. This
adaptation is achieved by increasing or decreasing
the price when supply or demand are low. Besides
in our model, each node can decide individually
on its own utilization of resources or tasks from
the system by specifying a threshold value (uth).
Compared to a non-market based approach, the
market-based model shows a good and comparable
efficiency in terms of resource and task utilization

As future work, we intend to explore differ-
ent kinds of auction mechanisms, introduce het-
erogeneity among the agents in terms of uth and



α/β. An additional extension will be the introduc-
tion of a limited budget and the computation of a
transaction cost for each request. A better under-
standing of the different structural design choices
one has for resource allocation, should enable us
to provide a framework in which self management
and self organization becomes possible.
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